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Abstract—Due to the interaction between chromatic dispersion
(CD) and direct detection, the CD induced power-fading effect has
been considered as the key point to limit transmission rate and
distance in intensity modulation direct-detection (IM/DD) systems.
Besides, the performance of the IM/DD systems will be further
affected by the bandwidth limitation and nonlinearity effect. In
this paper, we propose a low complexity nonlinear equalizer (NLE)
based on temporal convolutional neural network (TCNN) regres-
sion model which combines dilated convolutions with residual
connections. Then, the performance of our proposed equalizer is
experimentally demonstrated in 56-Gbit/s 4-level pulse amplitude
modulation (PAM4) intensity modulation direct-detection system.
The results show that the receiver sensitivity with the help of our
TCNN equalizer can be improved about 1.5 dB and 3.5 dB com-
pared to 2D-CNN and 1D-CNN equalizer under 70-km single mode
fiber (SMF) transmission. Furthermore, the proposed equalizer can
extend maximum transmission distance to 100 km at bit error rate
threshold of 3.8 × 10−3.

Index Terms—Convolutional neural network, direct detection,
intensity modulation, short-reach transmission link.

I. INTRODUCTION

DRIVEN by the growing demands for bandwidth-
consuming applications (e.g., cloud computing, Internet

of Things (IOT) and artificial intelligence-intensive services
and so on), higher-speed access network would be required
for meeting the increasing data traffic. Compared with other
mainstream technology solutions applied in access network,
intensity-modulation and direct-detection (IM/DD) with low
cost and power consumption has obtained a lot of attentions
[1]–[3]. Usually, the single-end photodetector which has been
applied to detect intensity information is considered as the
key receiver component of IM/DD systems. Here, in order to
improve system capacity, various advanced intensity modulation
formats are introduced, such as discrete multi-tone (DMT) [4],
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carrier-less amplitude phase (CAP) [5], pulse-amplitude modu-
lation (PAM) [6] and Nyquist sub-carrier modulation (N-SCM)
[7]. Among these, PAM-4 with the low power consumption
and implementation complexity has gained more popularity
compared to other modulation formats in IM/DD systems. Cer-
tainly, IM/DD systems may be more sensitive to various linear
and nonlinear impairments with the applications of advanced
intensity modulation formats.

In IM/DD systems, due to the interaction between chromatic
dispersion (CD) and direct detection, the CD induced power-
fading effect may be a major obstacle to limit the achievable
capacity-distance product. Here, various effective technologies
have been introduced to alleviate CD-induced spectrum null,
including dispersion compensation fiber, single-sideband or
vestigial-sideband (SSB/VSB) modulation and so on. However,
these techniques may increase the implementation complexity
and cost through additional device or technology assistance.
Therefore, advanced digital signal processing (DSP) algorithms
in the receiver may be a better alternative which would not
change the structure of IM/DD systems. In recent years, various
DSP algorithms have been reported in IM/DD systems to alle-
viate or mitigate CD effect, such as feed-forward equalization
(FFE), decision feedback equalization (DFE), Volterra equal-
izer (VE), maximum likelihood sequence estimation (MLSE),
Tomlinson-Harashima pre-coding and neural network. Among
these algorithms, neural network with the inherent advantage
of approximating any nonlinear function is considered to have
great potential to mitigate CD effect and device nonlinear effect
in IM/DD systems [8]–[11]. The development of integrated pho-
tonics technology [12] offers great potential for the application
of neural networks. It is well known that the default choice for
sequence modeling task was recurrent neural networks (RNNs)
because of their great ability to capture temporal dependencies in
sequential data. However, due to the recurrent structure in RNN
model, the computation of one time point must wait for the result
of the former time point, so RNNs cannot perform massively
parallel processing like convolutional neural networks (CNNs)
resulting in huge time-consumption.

In this paper, we have proposed a low complexity nonlinear
equalizer (NLE) based on temporal convolutional neural net-
work (TCNN) with an excellent ability of impairment equal-
ization which is an extension of our previous work [13]. The
proposed TCNN equalizer is a regression model which is devel-
oped to take complementary advantage of parallel computing
capability of CNNs and temporal sensitivity of RNNs. The
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Fig. 1. Structure of the proposed TCNN equalizer.

performance of the proposed TCNN equalizer has been experi-
mentally demonstrated in a 56-Gbit/s PAM-4 IM/DD dispersion-
uncompensated system. The results show that the receiver sen-
sitivity with the help of our proposed TCNN equalizer can be
improved about 1.5 dB and 3.5 dB compared to two-dimensional
(2D) CNN and one-dimensional (1D) CNN equalizer under
70-km single mode fiber (SMF) transmission. Furthermore, the
proposed TCNN equalizer can extend maximum transmission
distance to 100 km at bit error rate threshold of 3.8 × 10−3.

II. OPERATION PRINCIPLE

Fig. 1 shows the structure of the proposed TCNN equalizer
which contains an input layer with 2x51 array for TCNN input,
12 convolutional layers with 64 channels, a fully connected layer
with 256 neuron nodes and an output layer with one neuron node.
The “channel” in the proposed TCNN equalizer represents the
dimensionality of the output space. In our TCNN equalizer, rec-
tified linear units (ReLU) function is considered as the activation
function of convolutional layer and fully connected layer, while
linear activation function is applied in the output layer. Unlike
most neural network-based equalization algorithms which treat
the problem of impairments equalization as signal classification
problem where one-hot coding is usually used to represent the
amplitude levels, the signal impairments equalization is regarded
as a regression problem in our TCNN equalization algorithm and
the model output is accurately predicted by statistical analysis.
For regression model, it is reasonable to choose a linear and sig-
moid output activation function. Subsequently, we have added
some comparative test of different activation functions as shown
in Fig. 2. We find that the linear output activation function can
present the best performance in our TCNN model.

The fundamental difference between regression and classi-
fication is whether the output space is a metric space. The

Fig. 2. The loss value of different activation functions.

Fig. 3. The loss value of TCNN equalizer with regression model and classifi-
cation model under different epochs.

regression model defines a metric formula MSE (Mean Square
Error) to measure the error between the output and the label.
When the input symbol 1 is predicted to be symbol 2, the error
is 1. When the input symbol 1 is predicted to be symbol 3,
the error is 4. Therefore, the regression model can distinguish
the above two different situations. However, the output space
of classification model is not a metric space, which is so-called
“qualitative”. That is to say, there is only the distinction between
“correct” and “error” in the classification model. As for whether
to classify symbol 1 into symbol 2, or symbol 3, there is no
difference.

Compared to classification model with 4 outputs, the regres-
sion model with 1 output shows better performance as depicted
in Fig. 3. In addition, the regression model in this paper can
save more computational complexity since 3 output neurons are
waived. Besides, compared with traditional CNN, TCNN intro-
duced dilated convolutions and residual connections. It is worth
noting that the premise of not losing useful information depends
on the design of the dilated convolution. Dilated convolutions
are a type of convolution that “inflate” the kernel by inserting
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holes between the kernel elements. In addition, the employment
of residual connections can ensure the stability of deep TCNN
model.

A. Input Sequence

The received optical signal is converted from optical domain
to electric domain by a single-end photodetector (PD), and then
the obtained electric signal are sampled into digital signal by
analog digital converter (ADC). The up-sampled digital signal
with 2 samples per symbol is fed into the proposed TCNN
equalizer. The input serial sequences are firstly transformed into
a series of parallel sequences with 2 × 51 data array, and the
difference between the two rows is only one sample. These
parallel sequences can be used as the 2D input data of the first
convolutional layer. To ensure the fairness of the comparison,
the total amount of training data is the same for each neural
network-based equalizer.

B. Dilated Convolutions and Residual Connections

Compared with traditional convolutions operation, the ker-
nel of dilated convolution introduces “holes” to the traditional
convolutions, which enable an exponentially large receptive
field without losing resolution or coverage [14]. Moreover, it
can solve the problem of down-sampling which result in loss
of information. Usually, for 1-D input sequence X�R

n and
a convolution kernel f: {0, 1, 2, 3, …, k-1}→R, the dilated
convolution operation F can be defined as:

F(s) = (X∗df)(s) =
k−1∑

i=0

f(i) ·Xs−d·i (1)

where d is the dilation factor, which refers to the number of
intervals between two adjacent points in the convolution oper-
ation. s is the element of the input sequence. k is the convo-
lution kernel size. When the dilation factor d = 1, the dilated
convolution reduces to a traditional convolution. There are two
ways to increase the receptive field of the TCNN. The one is to
increase the dilation factor d, and the other one is to choose a
larger convolution kernel f. In our proposed TCNN equalizer,
we gradually increase the dilation factor d for improving the
receptive field. The convolution kernel size is fixed as (1, 3)
with less training parameters of the model.

The emergence of residual blocks solves the vanishing gra-
dient problem on deep convolutional neural network. There are
two residual blocks which are applied in our TCNN equalizer.
Each residual block has a main connection and short connection.
The main connection contains four convolutional layers to ex-
tract the characteristic parameters. The residual block performs
a series of transformations F on the input x, whose outputs are
added to the input x of the block:

Output = Activation(x+ F (x)) (2)

Residual connection solves gradient vanishing/explosion and
network degradation problems in deep neural network.

C. Model Training

In our TCNN equalizer, Adam optimization algorithm [15]
is applied for minimizing the mean squared error between the
predicted value Yp and the true value Yt:

L(W, b) = ‖Yt −Yp‖22 (3)

where W is weight and b is bias. For further improving Adam’s
performance, we combine Adam optimization and learning rate
decay to update parameters of network. The initial learning rate
is set 0.0001∼0.001, and the learning rate is reduced to 0.1
times of the original when the loss no longer drops. To avoid
over-fitting and improve training performance, we add the batch
normalization after each layer.

III. EXPERIMENTAL SETUP

The experimental setup of 56-Gbit/s PAM-4 transmission
system is depicted in Fig. 4. It is well known that PRBS is not
suitable for the research of equalization based on neural network,
since neural network with powerful recognizing and modeling
capabilities has the potential to characterize the generation rule
of PRBS. Once PRBS is used as training set and test set, the
performance of neural network-based equalizer may be overes-
timated [16], [17]. In our experiment, the data sets used to train
and test are all random sequences generated by mixing multiple
random sequences.

At transmitter side, the light from laser at ∼1549.32 nm with
∼100-kHz linewidth is modulated by a 40-GHz Mach-Zehnder
modulator (MZM) driven by the DAC operation 64-GSa/s and
25-GHz analog bandwidth to generate 56-Gbit/s PAM-4 optical
signal. Subsequently, the signal optical power after MZM mod-
ulator needs to be adjusted by an erbium doped fiber amplifier
(EDFA) and a variable optical attenuator (VOA). And then,
the optical signal is launched into a dispersion-uncompensated
transmission link which consists of multiple fiber spans.

At receiver side, a VOA followed by a second EDFA is
employed to adjust the received optical power (ROP) to a certain
level. The received optical signal is converted to an electrical
signal by a 17-GHz PD. Finally, the received electrical signal is
digitized by an 80-GSa/s and 33-GHz analog bandwidth digital
storage oscilloscope (DSOZ634A). Noted that 100,000 samples
are considered as training set, another 100,000 samples are
considered as testing set. In the offline DSP, the digital waveform
is first resampled to 4-sps, and then passed through a matched
filter to filter out the out-of-band noise. Then, in order to ensure
the reasonableness of the comparison, the one dimensional
(1D)-CNN, two dimensional (2D)-CNN, fully connected neural
network (FCNN) and Volterra are introduced to measure the
equalization performance. And all models are designed accord-
ing to the optimal parameters.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we present the experimental results of four
equalizers under different conditions (e.g., different received
powers, different launch powers, and different transmission dis-
tances). Firstly, the BER results under different received powers
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Fig. 4. Experimental setup of the 56-Gbit/s PAM4 transmission system.

Fig. 5. BER performance with different PD received powers at back-to-back
transmission link.

ranging from −13 dBm to -8 dBm for back-to-back case are
depicted in Fig. 5. Since optical signal may be interfered by
the single-end PD noise including thermal noise and shot noise,
the BER performance would decrease as the injected received
power decreases for all NN-based equalizers. It is well known
that all NN-based equalizers or other impairments equalization
algorithms cannot eliminate the thermal noise and shot noise
of PD, so that the BER performance of our proposed TCNN
equalizer is the same as other equalizers.

In short-reach optical fiber communication systems, fiber
nonlinearity is indeed not the primary consideration. In optical
access networks, there will be a situation where one optical line
terminal (OLT) connects multiple optical network units (ONUs),
so that the launch power is still quite large. In this case, the fiber
nonlinearity can’t be ignored. Fig. 6 shows the BER performance
under different launch powers (e.g., ranging from 6 dBm to 13
dBm) at 70-km SSMF transmission link with -4-dBm received
power. The proposed TCNN, 1D-CNN, 2D-CNN, FCNN and
Volterra, all have the same optimum launch power of 9 dBm,
while the proposed TCNN equalizer with powerful nonlinearity
equalization ability obtains the best BER performance compared
with other equalizers. When the launch power is larger than 9
dBm, the enhancement of nonlinear effects has exceeded the

Fig. 6. BER performance with different launch powers at 70-km SSMF
transmission link.

Fig. 7. BER performance with different PD received powers at 70-km SSMF
transmission link.

equalization capability of these equalizers, which would result in
severe performance degradation. Therefore, we keep the launch
power to be 9 dBm for each case in the following experiments.

Fig. 7 shows the BER curves as a function of different received
powers at 56-Gbit/s PAM-470-km SSMF transmission links.
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Fig. 8. BER performance with different transmission distances at 9-dBm
launch power.

As expected, the BER performance of all equalizers decrease
as the injected received power decreases. Here, the proposed
TCNN equalizer, 2D-CNN equalizer, and 1D-CNN equalizer
can achieve the receiver sensitivity of approximately −9.5 dBm,
−8 dBm and −6 dBm at 7% FEC threshold (BER = 3.8 ×
10-3), respectively. We find that the FCNN never reaches the
7% FEC threshold even with the highest received optical power
over 70-km transmission link. The receiver sensitivity with the
help of TCNN equalizer can be improved about 1.5 dB and 3.5
dB compared to 2D-CNN and 1D-CNN equalizer.

At last, for further investigating the performance of the pro-
posed equalizer, we carried out a series of transmission ex-
periments under different transmission distances. Fig. 8 shows
that the proposed TCNN equalizer can perform the best per-
formance in the presence of a large amount of dispersion than
the other four equalizers. Given 7% FEC threshold (BER =
3.8 × 10−3), the transmission system assisted by 2D-CNN
equalizer, 1D-CNN equalizer and FCNN equalizer just realize
the maximum transmission distance of 80 km, 72 km and 38 km,
respectively. Here, the proposed TCNN equalizer can extend
maximum transmission distance to 100 km.

The complexity of the model is measured by the number of
multiplications required to run once [18]. The mathematical
expression of 3-order Volterra with memory length of Li can
be expressed as:

h(n) =

L1−1∑

i=0

wix(n− i) +

L2−1∑

i=0

i∑

j=0

wi,jx(n− i)x(n− j)

+

L3−1∑

i=0

i∑

j=0

j∑

k=0

wi,j,kx(n− i)x(n− j)x(n− k) (4)

Where x(n) is nth sampled data from received signals and
h(n) is output data through equalization. W is Volterra ker-
nel. The tap numbers of three kernels are L1, L2(L2+1)/2,
L3(L3+1)(L3+2)/6, respectively. Therefore, the computation
complexity of three-order Volterra is L1+2 × L2(L2+1)/2+3 ×

TABLE I
THE SUMMARY OF THE COMPUTATION COMPLEXITY

L3(L3+1)(L3+2)/6. Therefore, the number of multiplications
of Volterra (91, 31, 7) is 1335.

The computation complexity for fully connected neural net-
works is defined as number of multiplication operation as cal-
culated [9]:

Complexity_full_connected = N1×N2 +N3 + · · · (5)

where N1, N2, and N3 are the neuron number of input, hidden
and output layer, respectively. In addition, for a convolutional
neural network, the computational complexity is the sum of the
complexity of all fully connected layers as defined in (5) and the
complexity of all convolutional layers which can be defined as
[19]:

Complexity_convolutional = Ncin ×Kw ×Kh ×Ncout

×Ho ×Wo (6)

where NCin represents the number of channels of the input data,
Kw and Kh represent the width and height of the convolution
kernel, NCout represents the number of channels of the output
data, and the HO and WO represent the height and width of the
output data. The TCNN model in this paper consists of an input
layer with 2x51 array, a fully connected layer with 256 neurons,
12 convolutional layers with 64 channels whose kernel size is
1 × 3, and an output layer with one neuron. The number of
multiplications of TCNN can be calculated as:

2× 1× 3× 64× 1× 51 + (64× 1× 3× 64× 1× 51)× 11

+ 64× 51× 256 + 256× 1 = 7748992. (7)

Similarly, the complexity of other models can be calculated.
The relevant quantitative analysis of complexity has been given
as Table I. The computation complexity from high to low can be
arranged as 1D-CNN > 2D-CNN> TCNN > FCNN> Volterra.
Although the complexity of Volterra is the lowest, the equal-
ization performance of TCNN is better than that of Volterra.
Therefore, we believe that TCNN equalizer can be regarded
as a good candidate after the tradeoff between complexity and
performance.

V. CONCLUSION

In this paper, we propose a low complexity nonlinear equal-
izer (NLE) based on temporal convolutional neural network
(TCNN) regression model. This model has excellent impairment
equalization ability and has been experimentally demonstrated
in C-band 56-Gbit/s PAM4 IM/DD optical system over 100-km
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dispersion-uncompensated link. The proposed TCNN equalizer
can compensate most of linear and nonlinear distortions. In
addition, we design a relatively random data set as training
and testing set to prevent overestimating of NN-based equalizer
in performance evaluation process. Compared with the previ-
ous equalizers such as 1D-CNN equalizer, 2D-CNN equalizer,
FCNN equalizer and Volterra, the proposed TCNN equalizer
shows the best equalization performance. Results show that the
TCNN equalizer achieves a 1.5 dB and 3.5 dB better sensitivity
than 2D-CNN and 1D-CNN respectively under 70-km SSMF
transmission.
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