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Time Domain Diffuse Correlation Spectroscopy for
Detecting Human Brain Function: Optimize System

on Real Experimental Conditions
by Simulation Method
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Abstract—In order to achieve high-sensitivity time-domain dif-
fuse correlation spectroscopy (TD-DCS) measurement of func-
tional changes in cerebral blood flow, this study applied simulation
methods to optimize the TD-DCS system under real experimental
conditions (including the consideration of the effects of finite coher-
ence length LC and non-ideal instrument response function IRF).
Under a real experimental condition where the incident power is
75 mW, the source-detector distance is 1.0 cm, and the full width at
half maxima of the IRF is 160 ps, we used simulation experiments
to investigate the relationship between the contrast of the intensity
autocorrelation function (g2) in two brain functional states (i.e.,
baseline and activation) and TD-DCS system parameters (includ-
ing LC , IRF, source-detector distance, gate opening time and gate
width).Our simulation results show that both longerLC and longer
integration time are beneficial to a more sensitive detection. With
a fixed LC and integration time, the optimal parameters of gate
opening time is 800 ps (relative to the peak time of IRF), and gate
width is equal to or larger than 800 ps. This study may be useful for
guiding the sensitive measurement of human brain functions (e.g.,
changes in cerebral blood flow) using the TD-DCS technology.
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I. INTRODUCTION

D IFFUSE correlation spectroscopy (DCS) is an optical
technique that was originally used to measure the dynamic

properties of scattering media, such as latex and colloidal sus-
pensions [1]–[7]. In DCS, a laser beam with a long coherence
length illuminates a liquid turbid sample. The incident photons
are multiply scattered inside the sample, and part of which
emerge from the surface of the sample. The emitted photons with
different path lengths constructively or destructively interfere
with each other, thus forming a speckle pattern on the surface.
Since the scattering particles in the sample are moving (e.g.,
Brownian motion), the speckles are fluctuating. DCS measures
the temporal intensity autocorrelation function (g2) of a single
speckle to characterize the dynamic properties of the sample.
The g2 is a decay curve with respect to the lag time τ , reflecting
the dynamical properties of the sample [2]. In recent years,
DCS has been successfully used for measuring the blood flow
(e.g., blood flow index, BFi) including the cerebral blood flow
(CBF), and it is becoming an important optical imaging modality
for studying human tissues and brain. To date, the biomedical
applications of DCS include but are not limited to characterizing
tumor micro-vessels, monitoring chemotherapy [3], [7] and
monitoring or estimating cerebral blood flow and oxygenation
in human brain [4], [6].

The traditional DCS technique typically utilizes a contin-
uous wave (CW) laser with a coherence length longer than
the spread of path length distribution of the detected light to
ensure that light from different paths can interfere fully at the
detector [5]. Since the CW laser is used as the light source,
the traditional DCS is also termed as CW-DCS. In CW-DCS,
the intensity autocorrelation function is calculated from all
detected photons with various path lengths, therefore it is not
ready to distinguish the dynamics sampled by different paths.
In addition, since the measured autocorrelation function (for
2-3 cm source-detector spacing, typically used in measuring
functional activation in human brain) is mainly dominated by
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the contribution of the superficial dynamics, the contrast induced
by the change in deep dynamics is extremely small, therefore,
CW-DCS cannot detect the deep dynamics (e. g., from deep
brain cortex) sensitively and effectively. However, in biomedical
applications, the hemodynamics in deep tissues (such as the
cerebral hemodynamics) is more valuable and informative for
the diagnosis and treatment of diseases than the hemodynamics
in superficial tissues. One possible way to solve this problem
is to use a long source-detector (SD) distance. Extending the
SD distance can effectively increase the penetration depth and
thus enhance the detection sensitivity to the deep dynamics.
However, it is worth noting that while increasing the SD distance,
the number of detected photons is also significantly reduced,
thereby increasing the noise level of the measured temporal
intensity autocorrelation function g2 [5]. Especially for DCS
that uses single-mode fiber with a small core diameter and a low
numerical aperture to collect photons, a long SD distance can
easily reduce the signal-to-noise ratio (SNR) of the measured
g2. Although increasing the power of the incident laser can also
increase the SNR of g2, it is worth noting that the incident light
power density must comply with the human tissue safety criteria
of ANSI Z136.3 (2018) - Safe Use of Lasers in Health Care
[8]. In other words, when using DCS to measure human tissues
(such as human brain), the power of the incident laser cannot be
increased arbitrarily and must be carefully controlled within the
safety limits. The other possible way to improve the detection
sensitivity to deep dynamics is to detect or analyze photons that
only pass through deep tissues, which led to the emergence of
time-domain (TD) DCS technology, called TD-DCS [9].

TD-DCS combines the merits of traditional DCS and TD
detection techniques, allowing simultaneous acquisition for the
temporal point-spread function (TPSF) of the light that can
quantify the optical properties of tissues and the autocorrelation
function that can quantify the BFi. More importantly, TD-DCS
can differentiate between short photon paths and long photon
paths through the tissue by a time-gated strategy [10] and sep-
arate the contribution of different path lengths to g2, thereby
determining the dynamic information from the superficial tis-
sues and the deep tissues. In other words, TD-DCS can provide
higher sensitivity detection for deep dynamics. In recent years,
TD-DCS technology has developed rapidly, including the pro-
posal of various theoretical models, the verification of simulation
and phantom experiments, as well as in vivo measurement of the
human arm and head [11]–[17].

TD-DCS uses a pulsed laser with a very limited coherence
length, thus the measurement is inevitability affected by the
instrument response function (IRF) and laser coherence length
(LC). In order to obtain highly sensitive TD-DCS measurement
of deep dynamics, in addition to the above two factors, some
other experimental factors (e.g., gate opening time and gate
width, SD distance) should be considered in the experimental
design and data analysis. Very recently, we have optimized
some experimental factors on a realistic head model based on
the simulation method, including SD distance and gate open-
ing time and gate width [13]. The results showed that under
acceptable input power of light, a high-contrast measurement

of deep dynamic changes (e.g., cerebral blood flow caused by
functional activation) can be achieved by selecting the optimal
combination of SD distance(s) and time gate(s). We found that
SD distance of 0-1.5 cm, gate opening time of 700-800 ps, and
gate width of 800 ps are optimal options. However, that study
has several limitations. For instance, we did not consider the
effect of IRF and the finite LC , which are two key factors that
affect the real TD-DCS measurement. Regarding the effect of
these two factors on TD-DCS measurement, Cheng et al. have
developed an analytical model of time-resolved g2 containing
IRF and LC factors and applied it to semi-infinite medium [12].
In addition, Colombo et al. [14] took the IRF into account and
proposed a model for retrieving the blood flow from the gated
intensity autocorrelation function, in which improved the in
TD-DCS measurements. However, the above two studies were
based on the semi-infinite model, and the effect on more complex
heterogeneous media (such as human head) is not yet clear.

Therefore, to obtain a more accurate and sensitive TD-DCS
measurement of cerebral blood flow under limited input laser
power, we need to consider a more realistic TD-DCS measure-
ment of human cerebral blood flow. In this study, we simulated
the real measurement of TD-DCS on a head model based on the
previous study [13], and further considered the effect of LC and
IRF. In this simulation experiment, we studied the effect of IRF,
LC , gate opening time and gate width on the TD-DCS intensity
autocorrelation function (g2). For this, we used an optimal SD
distance (i.e., SD = 1.0 cm) obtained from our previous study
[13] and utilized a mimic IRF and LC with several possible
values for a real TD-DCS system. A Monte Carlo simulation
was first performed on the frontal lobe of a realistic human head
model to obtain the TPSF of the detected photons, and then the
time-resolved (or path length resolved) intensity autocorrelation
functions (g2) for the two brain functional conditions (i.e.,
baseline and activation) were simulated. Finally, the optimal
combination of LC , gate opening time and gate width were
sought to achieve a high-contrast measurement of changes in
cerebral blood flow.

II. METHODS

A. Theory

The signal recorded in the real DCS measurement is the
intensity autocorrelation function g2 which is related to the
electric field autocorrelation function g1 by the Siegert relation
g2 = 1 + β|g1|2 [18], where β is the intercept of g2, that is,
the value of g2 at zero lag time. β is a parameter that depends
on the experimental setup, including the laser coherence length
and stability of the laser, as well as the number of modes in the
detection fiber. For an unpolarized light source, if its coherence
length is long enough, β = 0.5 when single-mode fiber is used
for photon detection.

For CW-DCS measurements, the autocorrelation function
comes from contributions of all possible path lengths of de-
tected photons. Unlike CW-DCS, TD-DCS measurement can
use the time-gated strategy to distinguish photons from deep or
superficial tissues according to the time when the photons reach
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the detector [10]. In the Brownian motion model that can better
explain the experimental data measured from tissues in the body
including the human brain, the normalized field autocorrelation
function within a specific time gate (e.g., [t1, t2]) can be ex-
pressed as:

g1 (τ, [ t1, t2]) =
t2∫
t1

P
(
t =

s

v

)
exp

(
−2k2μ

′
ssDBτ

)
dt

(1)
where τ is the lag time, k is the wave number in the medium,
μ

′
s is the reduced scattering coefficient, and DB is the Brown-

ian diffusion coefficient of the scattering particles. P (t) is the
fraction of photons with a time-of-flight of s/v within the gate,
where s is the propagation path length and v is the speed of light
in the medium.

When the experimental system is ideal (e.g., the effect of
IRF and LC can be neglected), the normalized intensity auto-
correlation function g2(τ, [ t1, t2]) in the time gate described
by [t1, t2] can be expressed as follows according to the Siegert
relation:

g2 (τ, [ t1, t2])

= 1 + β

(
t2∫
t1

g1 (τ, t) · TPSF (t) dt/
t2∫
t1

TPSF (t) dt

)2

(2)

where TPSF is the temporal point-spread function, which can
be obtained from real experiment collection or numerical simu-
lation.

In the real measurement using the TD system, due to the effect
of IRF, the path length of the detected photons at time t within
the gate is no longer v · t, and most of them may be shorter than
v · t. Therefore, the role of IRF in real TD-DCS measurement
cannot be ignored. When the coherence length of the laser is
infinite or much longer than the photon path length, the effect
of the coherence length on g2 can be ignored. In this case, the
normalized intensity autocorrelation function g2 in the time gate
[t1, t2] under the effect of IRF can be calculated as [12]:

g2 (τ, [ t1, t2]) = 1 + β

(
t2∫
t1

t

∫
0
g1 (t, τ) · IRF (t− t0)

·TPSF (t0) dt0dt/
t2∫
t1

t

∫
0
IRF (t− t0) · TPSF (t0) dt0dt

)2

(3)

However, the coherence length LC of the laser cannot be
infinitely long, especially in the TD-DCS system, the pulse width
of the light source is relatively narrow. Due to the limitation of the
uncertainty principle, the influence of LC on the measurement
result (such as g2) cannot be ignored. Therefore, when consid-
ering the influence of IRF and LC on TD-DCS measurement at
the same time, g2(τ, [ t1, t2]) can be expressed as:

g2 (τ, [ t1, t2]) = 1 + β

(
1

γ2

)
·
∫ t=t2

t=t1∫ t0=t

t0=0

IRF (t− t0)TPSF (t0) g1 (t0, τ) dt0

∫ t′=t2

t′=t1

∫ t0=t′

t0=01

IRF (t′ − t0)TPSF (t0) g1 (t0, τ) dt0·

TABLE I.
OPTICAL PROPERTIES AT 830 NM USED IN MC SIMULATIONS ON THE

ATLAS-BASED HEAD MODEL

exp

[
−2

(
v (t− t′)

Lc

)2
]
dt′dt (4)

where γ =
t2∫
t1

t

∫
0
IRF (t− t0)TPSF (t0)dt0dt is a normaliza-

tion factor. When IRF is the Dirac Delta function δ(t) and LC

is much longer than maximal difference between path lengths,
Equation (4) can be simplified to Equation (2).

B. Simulation Experiments

In this study, we used a simulation method to simulate the real
measurement of dynamic changes in the deep (cortical) layer of
the human brain by TD-DCS on the human head model. The
experiment mainly measured the frontal cortex area.

In the simulation experiment, we first used a Mesh-based
Monte Carlo (MMC) method to simulate the propagation of
photons in the human brain on a realistic human head model.
MMC is a Monte Carlo method proposed by Fang et al., which
can effectively simulate light propagation inside structures with
complex boundaries [19]. The human head model used in the
simulation is Colin27 Brain Atlas FEM Mesh (Version 2) created
based on the Colin27 brain model [20]. This human head model
consists of five different tissues: skin and skull (SS), cerebral
spinal fluid (CSF), gray matter (GM), white matter (WM) and
ventricles. Since Near infrared light cannot reach the ventricles,
we only considered SS, CSF, GM and WM in our simulations.
The average thickness of SS, CSF and GM tissues are 14.5 mm,
2 mm and 4 mm, respectively. The optical properties (including
absorbing coefficient μa and reduced scattering coefficient μ

′
s)

of these four tissues at the illumination wavelength of 830 nm
are shown in Table I [21].

During the MMC simulation, a beam of light was injected
perpendicularly to the surface of on the frontal lobe of the head
model, and the positions of the optical probes are shown in
Fig. 1. The SD distance was set to 1.0 cm, which is not only
one of the optimal SD distance for TD-DCS to measure the
cortical dynamic changes found in our previous study [13], but
also a common distance in vivo TD near-infrared spectroscopy
measurements [22]. The number of incident photons is about
1.4 × 109. From the MMC simulation, the surviving weight and
partial pathlength of each emitted photon can be obtained, and
then the TPSF a given SD distance of 1.0 cm can be calculated,
which is the result of calculation when the system is ideal
(that is, the effect of IRF is not considered). However, in the
real measurement using TD system, the role of IRF cannot be
ignored. In the commonly used TD-DCS system, the full width
at half maxima (FWHM) of the IRF in is about 100-300 ps [14],
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Fig. 1. Locations of the optical probes on the frontal lobe of the head model.
The red and blue dots represent the source and detector, respectively. The light
illuminates perpendicular to the surface of the head. The SD distance is 1.0 cm.

[23]. In order to simulate the real TD-DCS measurement more
realistically, we synthesized a right-tailed IRF with a FWHM
of about 160 ps and a peak time of 2000 ps, as shown in the
red curve in Fig. 2. The long right tail is a characteristic of the
single-photon avalanche diode commonly used in TD systems
[14], [24]. The TPSF obtained from MMC simulation and the
diffuse reflectance after convolution of TPSF and IRF are also
displayed in Fig. 2.

In this study, we evaluated the sensitivity of TD-DCS to
measure cortical dynamic changes (e.g., changes in cerebral
blood flow) by simulating the g2 signal of the brain under
two functional conditions (i.e., baseline and activation), aim-
ing to optimize some experimental parameters to obtain high-
sensitivity measurement, including the gate opening time (t0)
and gate width (T ) under fixed system parameters such as
incident power of light, LC , IRF and core diameter and nu-
merical aperture (NA) of the single-mode detection fiber. The
Brownian diffusion coefficients (DB) of the four brain tissues
of SS, CSF, GM and WM under the baseline state were re-
spectively assumed to be 1× 10−6mm2/s, 0, 6× 10−6mm2/s
and 2× 10−6mm2/s, and their DB under the activation state
were assumed to be 1× 10−6mm2/s, 0, 9× 10−6mm2/s and
3× 10−6mm2/s [9], [25].

In the simulated experiment, a pulsed laser with an average
power of 75 mW at 830 nm was injected into the head model
with a repetition rate of 100 MHz. For the photon detectors
(e.g., avalanche photodiodes, APD), a single-mode fiber with
a core diameter of 6.9 μm and NA of 0.14 was used, and the
quantum efficiency was set to 40%. Two time-resolutions (or
integration time) of 5 s and 10 s were set for measurement,
which are marginally acceptable in brain functional study. Since
the number of photons detected within the selected time gate
for each incident pulse can be calculated from the MMC sim-
ulation, it is possible to simulate the g2 signals of the brain
under baseline and activation conditions by generating a photon
sequence with a known count rate and correlation between

photons. The intercept of g2 (τ = 0) is randomly generated in the
simulation.

We used the signal-to-noise ratio (SNR) defined as SNR =
S/N to evaluate the measurement sensitivity of TD-DCS to
CBF change between the baseline and activation conditions.
The S is the maximal difference of g2 (i.e., Δg2 (τ = τm ))
between the baseline and activation condition, where τm is
the lag time when the difference in g2 between the baseline
and activation was maximal. The N is the noise level of
g2 at τ = τm for the baseline and activation, e.g., N =√
STD2

baseline + STD2
stimulation , whereSTD is the standard

deviation of g2 at τ = τm . The higher the SNR value obtained,
the greater the contrast of g2 measured in the baseline and
activation condition, indicating that TD-DCS is more sensitive
to the measurement of cerebral blood flow changes.

III. RESULTS

From the MMC simulation, we can directly obtain the path
length distributions and corresponding weights of all photons
received by the detector, and then calculate the TPSF for each
incident photon, as shown in the black curve in Fig. 2. Compared
with the TPSF curve, the time-resolved diffuse reflectance (blue
curve in Fig. 2) obtained after convolution of TPSF and IRF (red
curve in Fig. 2) has a delay in the peak time and a wider shape.
Early arriving photons usually have shorter propagation paths,
while late photons have longer propagation paths. Therefore,
most early photons only carry information from superficial
tissues, while later photons may carry information from both
superficial and deep tissues (such as brain). In a TD system,
different time gates can be selected to distinguish between long
optical paths and short optical paths. For TD-DCS, the intensity
autocorrelation function g2 measured in different time gates may
reflect dynamics of tissues at different depths. For example, g2
with longer paths (or in a later gate) is more sensitive to the
deeper dynamics. However, the number of photons detected with
longer paths is generally small, resulting in a relatively high
noise level on the measured g2. Therefore, in a real TD-DCS
measurement with a limited incident light power, selecting an
appropriate time gate (i.e., gate opening time t0 and gate width
T ) is critical to achieve a sensitive TD-DCS measurement of
cerebral blood flow.

In addition to the time gate, IRF andLC also affect the contrast
of g2 between baseline and activation conditions, even without
any photon noise, as shown in Fig. 3. In the case of no IRF
effect and infinite LC (Fig. 3(a)), the maximal difference of g2
between the baseline and activation is 0.0296. In the case of
no IRF effect but limited LC (e.g., LC= 10 cm), the maximal
difference is 0.0196, as shown in Fig. 3(b). When considering
IRF and infiniteLC (Fig. 3(c)), the maximal difference is 0.0118.
When considering IRF and limited LC (e.g., LC= 10 cm), the
maximal difference is 0.0079, as shown in Fig. 3(d). Therefore,
any factor of IRF or finite LC can lead to a decrease in the
measurement contrast, which may become much smaller in the
presence of both IRF and finite LC effects.

It is rather straightforward to consider that using a narrow
IRF photon detection system and a long LC pulsed laser to



QIU et al.: TIME DOMAIN DIFFUSE CORRELATION SPECTROSCOPY 3700109

Fig. 2. The TPSF (black curve) obtained by MMC simulation at SD = 1.0 cm, the right tailed IRF (red curve) with FWHM of 160 ps, and a peak time of 2000
ps, and the diffuse reflectance (blue curve) after convolution of TPSF and IRF.

Fig. 3 The intensity autocorrelation function g2 with no IRF effect and infinite LC (a); g2 with no IRF effect but with LC= 10 cm (b); g2 with IRF effect and
infinite LC (c); g2 with IRF effect and LC= 10 cm (d). Here, the gate opening time is t0= 1000 ps and the gate width is T = 1000 ps. In the absence of IRF
effect, t0 is relative to time zero, and in the case of IRF effect, t0 is relative to the peak time of the IRF.
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Fig. 4 SNR calculated with different gate opening time t0 and gate width T for 5 s integration time when LC= 6 cm (a), LC= 8 cm (b), LC= 10 cm (c) and
LC= 12 cm (d).

improve the measurement contrast in TD-DCS. However, the
fact is that any pulsed laser has a limitedLC due to Heisenberg’s
uncertainty principle (i.e., Δν ≥ 1/4πΔt, Δν is frequency
line-width of the laser light, Δt is the pulse width). Since the
coherence length LC is proportional to the inverse of Δν (e.g.,
LC = 2ln(2) · (c/n) · (1/π · ν) for a Gaussian spectrum), the
narrower the pulse width is, the shorter the coherence length
LC . On the other hand, the IRF comes from the combination of
laser pulse width and the response time of the photon detection
devices. Therefore, the width of the IRF cannot be narrower than
the width of the laser pulse. In other words, in an actual TD-DCS
system, the upper limit of the coherence length is limited by the
width of IRF. For example, we assumed in this simulation that
the FWHM of the IRF is 160 ps, then the LC must be shorter
than 19.0 cm (in the medium with a refractive index of n= 1.4).
In practice, the LC is usually well below the upper limit.

The inability to obtain a laser light source with a long LC

and a narrow pulse at the same time is a common problem faced
by any TD-DCS system. LC that is not long enough and IRF
that is too wide both will cause a decrease in the contrast of g2
between baseline and stimulus conditions, thereby reducing the
sensitivity of TD-DCS to cerebral blood flow measurement. In
the actual situation where LC is limited and IRF is not ideal
(such as a Delta function), this problem can be improved by
optimizing measurement parameters such as gate opening time
t0 and gate width T .

On the condition of 75 mw incident power and SD = 1.0
cm, we performed simulation of g2 with LC= 6-12 cm (at an
interval of 2 cm) and the integration time (or time resolution of
g2) of 5 s and 10 s, respectively. Then the SNR corresponding
to different gate opening time t0 (relative to the peak time of the

IRF) and gate width T were calculated and plotted, as shown
in Fig. 4(integration time = 5 s) and Fig. 5(integration time =
10 s). For any fixed gate (i.e., fixed opening time t0 and gate
width T ), the SNR increased with the increase of LC and the
integration time. The larger SNR values occurred mostly at t0=
800 ps and T≥800 ps. Most of these SNR values in these time
gates (i.e., t0= 800 ps and T≥800 ps) are larger than 1, except
for the cases of LC≤8.0 cm (e.g., 6.0 and 8.0 cm) when the
integration time = 5 s, as shown in Fig. 4(a)-(b). When LC≤8.0
cm, there is no SNR larger than 1 for integration time = 5 s,
indicating that when the coherence length is less than 8.0 cm, it
is impossible to detect changes in cerebral blood flow in human
brain with a temporal resolution less than 5 s. The largest value
of SNR in our simulation is 1.580, occurring at integration time
= 10 s, LC= 12 cm, t0= 800 ps and T = 1000 ps, as shown in
Fig. 5(d). In addition, the SNR value of the integration time of
10 s is always larger than the integration time of 5 s under each
combination of t0, T and LC .

IV. DISCUSSIONS

In our previous work [13], we performed a similar simulation
study using the same head model but neglecting the IRF and LC

effects, we found that using the parameter combination such
as SD = 0-1.5 cm, t0= 700-800 ps and T≥800 ps could lead
to higher TD-DCS measurement contrast on the cerebral blood
flow. The result of the present study is that using SD = 1.0
cm, t0= 800 ps and T≥800 ps can result in a higher SNR
(see Fig. 4 and Fig. 5), which is quite similar to the previous
finding. However, the obtained SNR values are much lower
than the SNR values without the effects of IRF and LC . This



QIU et al.: TIME DOMAIN DIFFUSE CORRELATION SPECTROSCOPY 3700109

Fig. 5 SNR calculated with different gate opening time t0 and gate width T for 10 s integration time when LC= 6 cm (a), LC= 8 cm (b), LC= 10 cm (c) and
LC= 12 cm (d).

demonstrates again that IRF and LC have significantly adverse
influences on the contrast of TD-DCS measurement even in
the absence of photon noise (see Fig. 3). Considering there are
differences in several published optical parameters of human
head tissues, we further tested if the differences in these optical
parameters used in the simulation could lead to significant bias
in the result. For this, we performed a simulation using the other
optical parameters [19]: the absorbing coefficient μa = 0.019,
0.004, 0.02, 0.08 mm−1 and the reduced scattering coefficient
μ

′
s = 0.858, 0.00099, 0.99, 6.544 mm−1 for the skin and skull,

cerebral spinal fluid, gray matter and white matter, respectively.
The simulation results showed similar optimal combinations of
time gates, such as gate opening time and gate width, but the
magnitude of the SNR value is different.

In a TD system with a pulsed laser source, due to the fact
that the upper limit of the coherence length LC is governed by
the uncertainty principle, and the FWHM of an IRF must be
wider than the width of the laser pulse, the coherence length
Lc < 2 ln(2) 4cn × FWHM (for Gaussian emission spectrum),
where c is the speed of light, n is the refractive index of the
medium. To further investigate how the FWHM and LC affect
the contrast of g2 between the two brain functional states (i.e.,
baseline and activation) in the photon noise-free condition, we
used simulation methods to calculate the maximal difference
of g2 between the two brain functional states for several IRFs
with different FWHMs and corresponding possible LC . For
simplicity, we took Gaussian function as IRF with FWHM from
100 to 400 ps in increments of 50 ps. For each IRF, we estimated
the upper limit of the LC and selected several possible LC ,
e.g., from 1.0 cm to the upper limit with a 1.0 cm increment.
The gate opening time was from 200 to 1200 ps (relative to the

peak time of the IRF), and gate width was from 200-2000 ps.
Fig. 6 shows the maximal contrast of g2 between the baseline
and activation conditions for different FWHM and LC . For each
FWHM, the longer the selected LC , the greater the contrast that
can be achieved. Considering the FWHM comes from the pulse
width of the source laser and the jitter time of photon detection
device, if the FWHM is fixed, choosing a photon detection device
with as little jitter time as possible will reduce its contribution
to the FWHM, which is beneficial to obtain a long LC . That
is, the FWHM of the IRF is largely dominated by the pulse
width of the source laser. Increasing the pulse width may obtain
a longer LC . For a fixed LC , the narrower the FWHM used,
the larger the contrast obtained, because the narrow FWHM
can effectively avoid the mixture of short paths and long paths,
leading to a higher sensitive detection on dynamics interrogated
by the longer paths. However, for a narrow FWHM the LC

cannot be too long, as LC is constrained by FWHM (exactly
speaking by the pulse duration). Therefore, there exists some
optimal FWHMs for this simulation, e.g., FWHM = 150-200
ps, with which the higher contrast can be achieved (see the pink
and yellow line in Fig. 6).

TD-DCS has attracted a lot of attention in the field of optical
brain imaging thanks to its potential to sensitively detect deep
blood flow. However, the present simulation results (Fig. 4 and
5) indicate that there is still a challenge for this novel technique
in the measurement of in-vivo human brain function, since the
factors such as the non-ideal IRF, limitedLC and limited incident
light power (which in particular leads to high noise levels of g2)
may reduce the contrast between the baseline and activation.
The adverse effects of IRF and LC on the contrast are shown
in Fig. 3. To further show the effect of photon noise on g2, we
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Fig. 6 The maximal contrast on g2 between the baseline and stimulation in absence of photon noise for a variety of LC limited by FWHM of IRF.

Fig. 7 Simulated photon noise-free g2 (a) and g2 with photon noise (b) for the baseline and activation on the conditions of SD = 1.0 cm, input power = 75 mW,
LC = 12 cm, integration time = 10 s, gate opening time t0 = 800 ps, and gate width T = 1000 ps.

used the optimal parameters (with which the highest SNR values
reached) in our simulation, i.e., LC= 12 cm, integration time =
10 s, t0= 800 ps and T = 1000 ps, to calculate the simulated
g2 for the baseline and activation condition, as shown in Fig. 7.
The noise level was estimated based on Schaetzel model [26].
Even without any photon noise, the difference in g2 between the
baseline and activation was rather small (Fig. 7(a)). For instance,
the maximal difference S is 0.0046, which is located at the lag
time of 1.1520×10-5 s. The noise value N at this lag time is
0.0029, resulting in SNR = 1.580, which is barely to visually
see the difference between the baseline and activation (Fig. 7(b)).

It is worth noting that the optimal parameters in this study
(e.g., t0 = 800 ps, T = 1000 ps and LC = 12 cm) were
obtained using simulation methods under the following con-
ditions: illumination power (75 mW), integration time (10 s),
SD distance (1.0 cm), a right-tailed IRF (with FWHM of 160
ps), quantum efficiency Q (40%) of photon detector, and the
single-mode detector fiber (core diameter Ф = 6.9 um, NA =
0.14). Among these factors, the device-related parameters are
IRF, Q, andФ& NA of single-mode fiber. These parameters have
been the best choice (beneficial to the enhancement on the SNR)
based on currently available photoelectric elements in order to
improve the photon detection efficiency. What we can do to

further improve the SNR is to choose the optimal combination of
illumination power, integration time, SD distance, gate opening
time t0 and gate width T . However, the maximum illumination
power is restricted by the safety limit when detecting human
tissues. In order to keep the illumination light intensity below
the safe limit (i.e., 4 mW/mm2) with 75 mW incident power,
the illumination spot on the scalp has to be extended to be an
area with a radius of 2.44 mm. Higher incident power (e.g., >75
mW) means lower photon noise on g2, but it also means that
a larger illumination area is needed, which is a challenge for
measuring the cortical regions on the scalp (except forehead),
since hairs will significantly block the light. Therefore, higher
illumination power (e.g., higher than 75 mW) is not feasible
in measuring human brain. In the measurement of brain func-
tion related to hemodynamics, a suitable temporal resolution is
needed. Due to the neurovascular coupling, the time scale for
a typical hemodynamic response is a couple of seconds, which
requires that the temporal resolution of any brain imaging setup
used to measure the cerebral hemodynamics should have at least
the similar time scale, e.g., a few seconds. The 10 s integration
time used in this study is already the upper limit for the brain
functional measurement. In other words, further increasing the
integration time is not an option, although it is beneficial to
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the reduction of photon noise on the measured g2. Therefore,
searching a combination of SD distance, gate opening time and
gate width with the goal of maximizing the SNR is a feasible
way to optimize TD-DCS measurement on the cerebral blood
flow.

In summary, TD-DCS is able to perform path length resolved
measurement on the autocorrelation function. In principle, it
can achieve sensitive measurement of deep dynamics such as
cerebral blood flow by selecting only late arriving photons
(late gates). However, the instrument response function and a
limited coherence length which are inherent to any TD system
significantly reduce the measurement contrast of the changes
of cerebral blood flow, which is a challenge for TD-DCS in
measuring brain function. Another challenge is the high photon
noise in TD-DCS measurements, which is mainly due to the low
quantum efficiency of fast photon detector (e.g., ∼ 40% for fast
time-resolved detection). The future advance in photon detector
with both higher quantum efficiency and fast time-resolution will
certainly improve the SNR in TD-DCS measurements. Under
the conditions of currently available optoelectronic devices, by
optimizing adjustable experimental parameters, the largest SNR
value achieved (e.g., 1.580) is marginally able to distinguish the
two functional states of the brain: baseline and activation, but it
is far from satisfactory in the real application of brain imaging.

V. CONCLUSION

In this study, we used a MMC to simulate photon propagation
in a realistic head model (Collin27). Based on the MMC data,
we simulated the time-resolved autocorrelation functions under
various conditions, including a typical right-tailed IRF with a
FWHM of 160 ps, a limited coherence length of 6 to 12 cm,
source-detector spacing of 1.0 cm, incident laser power of 75
mW, the integration time of 5 and 10 s, gate opening time from
200 to 1200 ps (relative to the peak time of the IRF), gate width
from 200-2400 ps, and two brain functional states (i.e., baseline
and activation). From the simulated autocorrelations, we used
SNR to evaluate the change between the baseline and activation
for various conditions and found that when the gate opening time
is 800 ps and the gate width is equal to or larger than 800 ps, the
maximum SNR values can be achieved, indicating that highly
sensitive detection of brain functional change can be achieved
with these combinations of tunable experimental parameters.
This simulation approach and results may be useful for guiding
the TD-DCS experiments for measuring human brain function.
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cial interests or other potential conflicts of interest to disclose.
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