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Abstract: Non-uniformity is a common phenomenon in infrared imaging system, which se-
riously affects imaging quality. In view of the problems of existing non-uniformity correction
of infrared images, such as loss of image details and blurred edge of image, an improved
non-uniformity correction method of infrared images based on convolution neural network
using long-short connections (LSC-CNN) is proposed. The proposed method designs a
long-short connection residual network structure suitable for non-uniformity correction of
infrared image.The network depth is increased to fully learn the noise by short connections,
image sizes are adjusted to reduce the number of parameters, the long connection is used
to solve the problem of image information loss caused by transposed convolution, and a
multiply operation is carried out to enhance the contrast of corrected images. Besides,
batch normalization is utilized to improve the training speed. The experimental results show
that LSC-CNN has excellent performance in non-uniformity correction of infrared images
whether qualitative evaluation or quantitative evaluation. LSC-CNN is especially effective
in image detail preservation and image edge protection whose average PSNR exceeds
37.5 dB and the average SSIM is greater than 0.98.

Index Terms: Infrared image, non-uniformity correction, combination of long and short
connections, improved neural network.

1. Introduction
The non-uniformity in the infrared imaging systems seriously affects the imaging quality, which is
mainly manifested as fixed-pattern noise (FPN). The main reasons are as follows: firstly, because
the manufacturing process is not mature, response of the infrared focal plan array (IRFPA) unit is
inconsistent; secondly, in order to reduce the manufacturing cost of IRFPA, the same amplifier is
shared among the detector units in the same column or row, and the magnification cannot be com-
pletely consistent; thirdly, compared with the cooled infrared detector, the operating temperature
and the ambient temperature of the electronic devices in the uncooled infrared detector also affect
the response characteristics of each detection unit [1], [2]. Therefore, the non-uniformity correction
of infrared image is not only the key to improve the quality of infrared image, but also the research
focus of infrared image processing. The response of each detector in IRFPA can be approximated
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by a liner model [3], [4], as shown in (1).

yi j = gi j ∗ xi j + oi j (1)

where yi j is the response of the (i, j) detector, xi j is the real infrared radiation received by the (i, j)
detector, gi j and oi j denote the gain noise and offset noise, respectively.

Compared with visible images, infrared images have lower contrast, so it is necessary to
enhance infrared images [5]–[7]. Meanwhile, infrared images have less detail information than
visible images, so the image quality will be seriously affected if the noise removals are not enough.
To resolve these issues, this paper applies deep-learning to non-uniformity correction of infrared
image, establishes a noise simulation model, learns the noise characteristics of infrared images,
and separates the noise in the input noisy image. The convolution layer and deconvolution layer with
strides size of 2 reduce the calculated cost. Compared with the existing non-uniformity correction
methods, the proposed method achieves excellent performance and is especially effective in image
detail preservation and image edge protection.

To summarize, the main ideas and contributions of this paper are as follows:
1) Different from the existing scene-based non-uniformity correction algorithms, the long-short

connections can effectively alleviate the problem of gradient vanishing/explosion, and solve
the problem that the existing methods based on neural networks cannot adequately remove
FPN from infrared image and cannot accurately retain image details because of the insuffi-
cient network depth.

2) A multiply operation is carried out with the data before and after long connection, which
can effectively solve the problem of reduced contrast after infrared image non-uniformity
correction, and simultaneously preserve the edge information better in the infrared image.

3) The image size adjustment effectively reduces the number of parameters of LSC-CNN and
reduces the model computation time. Meanwhile, the batch normalization is introduced to
improve the training speed and training stability of the model.

The remainder of the paper is organized as follow. Section 2 provides a brief survey of related
work. Section 3 introduces the LSC-CNN method in detail. Section 4 compares and evaluates the
performance of the LSC-CNN method. Finally, it is summarized in Section 5.

2. Related Work
At present, the most representative methods in the field of image denoising, such as GF [8],
BM3D [9] and DnCNN [10]. However, because of infrared images have the characteristics of low
resolution, low contrast and low signal-to-noise ratio, these methods are not ideal for infrared image
denoising. They are easy to blur the image and lose image information. Therefore, the application
of visible light image correction methods in the field of infrared image non-uniformity correction is
limited.

In order to correct the non-uniformity of IRFPA, the existing non-uniformity correction methods
can be divided into two categories: calibration-based nonuniformity correction (CBNUC) and scene-
based non-uniformity correction (SBNUC).

CBNUC determines the gain and bias by using uniform temperature blackbody or shutter as
a reference, such as two-point method [11], [12] and multipoint method [13], [14]. CBNUC is
widely used in infrared imaging system because of simple implementation and low computational
complexity. However, after an infrared detector works for a period of time, the working temperature
of the detector changes and the response characteristics drift, which makes the initial correction
parameters of CBNUC invalid. Therefore, the infrared imaging system needs periodic shutdown to
obtain new correction parameters for reference sources, which limits the use of CBNUC in the field
of infrared video security monitoring and early warning [15], [16].

To solve the problem that CBNUC cannot work continuously for a long time, SBNUC was
proposed, such as Kalman-filtering [17], constant-statistics constraint [18], [19], temporal high pass
filter [20] and neural network [21], [22]. SBNUC can effectively solve the problem that the CBNUC

Vol. 13, No. 3, June 2021 7800213



IEEE Photonics Journal Non-Uniformity Correction of Infrared Images

Fig. 1. Architecture of LSC-CNN predictive model.

cannot work continuously, so the research in recent years is mainly focused on SBNUC. The non-
uniformity correction method based on neural network has good adaptability and anti-noise ability,
but the traditional neural network algorithm will lead to blurring edges and artifact phenomenon.

To overcome the disadvantages of neural network algorithm, researchers have improved the
neural network non-uniformity correction algorithm. At present, Lai et al. [23] proposed the bilateral
total variation algorithm, which reduces the nonuniformity and suppresses artifacts phenomenon
by introducing regularization, however, there are still residual FPN and artifacts in the images.
Kuang et al. [24] proposed SNRCNN, which adopts a deep convolution neural network and can
process images quickly, but there is a phenomenon of underfitting. Li et al. [25] improved a learning
rate rule that combines adaptive threshold edge detection and time gate, which divides the non-
uniformity correction process into two parts: denoising and artifact removal, although this algorithm
achieves good results, the added edge detection and adaptive threshold calculation will increase
computational burden. Li et al. [26] preprocessed the input layer by adding a learning layer to
protect the image information and eliminate the low-frequency noise, although this this method can
improve the image quality, it will reduce the image contrast.

In recent years, with the continuous increase of image data and the continuous improvement
of hardware performance, more and more artificial intelligence methods have been introduced, in
which deep learning has a better performance in the field of image processing. He et al. [27] pro-
posed the deeplearning-based strip non-uniformity correction method (DLS-NUC), which adopts
the residual network architecture with large receptive field to obtain better processing results,
however, it will reduce the contrast. Guan et al. [28] adopted a wavelet deep neural network to
remove the FPN of the image by using the special characteristics of stripe noise and complemen-
tary information between the coefficients of different wavelet sub-bands, whereas this method has
some disadvantages such as large computation and detail loss under strong noise level.

3. Methodology
Different from existing neural network algorithms that learn the mapping relationship between
noisy-free and noisy infrared images, the proposed LSC-CNN reconstructs the residual information
and uses original images to offset the reconstructed noisy images to obtain the corrected images.
The LSC-CNN predictive model architecture is shown in Fig. 1. The uncorrected infrared images
are input into the network model and processed to obtain the corrected uniform infrared images.

The LSC-CNN includes features extraction, size adjustment, residual block and image restora-
tion. The first layer uses a larger convolution kernel to extract features from the image, as shown
in (2).

M = W ∗ I + B (2)
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Fig. 2. Architecture of a short connection.

TABLE 1

Configurations of Model Parameters

where M is the feature maps, W and B are weights and biases respectively, * represents convolution
operation, and I is the input noisy image. In order to reduce the number of model parameters, the
second layer uses a smaller convolution kernel to extract features again and reduce filters. The
third convolutional layer reduces the image size by using a large step size to achieve a reduced
computational effort. For the sake of solving the problem of vanishing/exploding gradients with
the increase of network layers, a short connection is adopted to connect every two convolution
layers together, the structure is shown in Fig. 2. The short connections can effectively alleviate the
problem of vanishing gradients and maintain good performance in deeper neural network models.

The deconvolution layer is set up to restore the image to its original size. A grayscale image
is generated from the transposed convolved image by using a convolution layer with a filter size
of 1. A long connection between the transposed convolution layer and the input layer is used to
compensate for the information loss caused by transposed convolution, and a two-dimensional
grayscale image is generated by the convolution layer with a filter size of 1. The two images before
and after compensation are multiplied by pixels, which strengthens the contrast of the image and
generates the reconstructed noise map. Ultimately, the noise-containing image P output by the FPN
module is offset with the noisy image N generated by the neural network to generate the denoised
image Fdenoise, as shown in (3).

Fdenoise = P − N (3)

4. Experimental Results
4.1 Implementation Details

The LSC-CNN has a total of 22 layers. The parameters of each layer are shown in Table 1.The first
layer extracts feature by using 7*7 large kernel with the step size of 1, and establishes 128 filters.
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TABLE 2

Comparison of Average Results for 269 Frames With or Without Long and Short Connections and
With or Without Size Adjustment Results

In the second convolution layer, a 3*3 kernel with the step size of 1 is used, and the filters are
reduced to 64. In the third layer, a convolution layer with the size of 3*3 and step size of 2 is used
to reduce the size of the image in order to decrease computational burden. A total of 8 residual
blocks are set in layers 4th to 19th layers. Each residual block sets a short connection between
two convolution layers. The convolution layers in the residual block are all of kernel size of 3*3,
step size of 1, and filter size of 64. The 20th layer is a deconvolution layer with kernel size of 3*3
and step size of 2. The 21st and 22nd layers use convolution layer images with a kernel size of
3*3 and filter of 1. The established model uses ReLU as the activation function except for the last
convolution layer, which does not use activation function.

Firstly, from the infrared image dataset LTIR v1.0 [29], 1825 images are randomly selected and
cropped into 50*50 image patches, and the cropped image blocks are randomly rotated and then
the image blocks were corrupted by using a non-uniformity with mean 0 and standard deviation
from 0 to 0.15 according to (1). Finally more than 480,000 image patches are obtained to form the
training set. The 269 consecutive infrared images were used as testing set 1. The simulation of
the infrared non-uniformity images were achieved by adding the infrared non-uniformity with mean
value of 0 and standard deviation of 0.15 for the images of test set 1 according to (1).

4.2 Training

The most widely used loss function in image processing are L1 and L2. Compared with L1, L2 has
a stable solution and higher computational efficiency, therefore, the average mean square error is
used as the loss function, its expression is the average square error between the estimated residual
image and expected input noise image, as shown in (4).

L = 1
2n

n∑
i=1

||F (yi ) − (yi − xi )||2F (4)

where n denotes the batch size in the network, yi represents the input images including noise, xi

represents clean input images, and F(yi) is the residual mapping of the image yi .
Training is carried out by using the Adam optimizer with a batch of 128 sub-images to optimize

the loss function.The initial learning rate of the model is set to 0.001, and it drops to tenth of the
previous learning rate every 40 epochs.

All experiments are carried out in the Python 3.6.8 and Tensorflow 2.2.0 environment with
50 epochs, and run on a PC with Intel(R) Core(TM) i7-8750H CPU 2.20 GHz and Nvidia GTX
1060 GPU.The performance comparison curves with or without short connections are shown in
Fig. 3. Comparison of average results for 269 frames with or without long and short connections
and with or without size adjustment results are shown in Table 2.

The model with short connections and size adjustment achieves the highest values for peak
signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) at the vast majority of
frames, as shown in Fig. 3(a) and Fig. 3(b). In Fig. 3(c), the model without size adjustment takes
significantly more time, while the other two models take about the same time.

In Table II, the proposed model achieves the highest values of 37.5128 dB and 0.9808 for both
PSNR and SSIM, compared with the model without size adjustment, the PSNR of the proposed
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Fig. 3. Comparison with or without long and short connections and with or without size adjustment
results. (a) PSNR (b) SSIM (c) Time.

model improved by 0.99 dB, the SSIM improved by 0.003, and the time is reduced by 0.0282
seconds. The PSNR of the proposed method is about 2.75 dB higher than that of the method
without short connections, and the SSIM is about 0.002 higher, while the processing time of a
single-frame image with short connections is only about 0.0013 seconds slower.

4.3 Qualitative Evaluation

Experiments are validated by using a simulation video dataset with a resolution of 320*240 and a
total of 269 frames. Frame 110 and frame 225 are randomly selected for comparison. The 110th
frame effect is shown in Fig. 4. GF in Fig. 4(c) has a great quality residual noise in the test results,
and it is almost impossible to observe the background information, accompanied by the distortion
of the characters in the image. Fig. 4(d) is the test results of SNRCNN, in which the residual noise
is still visible, the human arm cannot be seen in the mirror behind the person and the edges of
the wall behind the person are blurred. The visual effect of DnCNN in Fig. 4(e) has been greatly
improved, but there is still some residual noise. In Fig. 4(f), the residual noise of DLS-NUC is further
reduced, but distortion occurs at the edges of the human torso, arms and head. Fig. 4(g) shows that
LSC-CNN can scarcely observe the presence of residual noise, the arms of the person in the mirror
are clearly visible, and the edge information of the person in the image is effectively preserved.

The results of 225th frame are shown in Fig. 5. In Fig. 5(c), there are more severe distortions in
the face and significant residual noises in the image, and the background can hardly be observed
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Fig. 4. 110th frame of the simulated infrared image test results. (a) Original image. (b) Noisy image.
(c) GF. (d) SNRCNN. (e) DnCNN. (f) DLS-NUC. (g) LSC-CNN.

except the chair after GF correction. The image corrected by SNRCNN is Fig. 5(d), which contains
more residual noises, but some details in the background have been retained. The result of DnCNN
is shown in Fig. 5(e), there are some residual noises in the head and chair.In Fig. 5(f), DLS-NUC
effectively removes noise, but the corrected image shows that the door frame behind the chair is
indistinguishable from the wall. In Fig. 5(g), not only the residual noise can scarcely be observed
by LSC-CNN, but also the background information in the original image is preserved well.

The proposed LSC-CNN method is evaluated by 192*130 real infrared images [30], and the
comparison results are shown in Fig. 6. FPN is removed by GF as shown in Fig. 6(b), but the image
becomes blurred, some detailed information in the original image are lost, and the branches in the
lower left corner of the picture cannot be accurately identified. In the Fig. 6(c), SNRCNN effectively
corrects the non-uniformity in the original image, but loses a great deal of detail information of
the original image, for instance, the edges of walls and windows become blurred. Fig. 6(d) shows
that the image processed by DnCNN is not smooth enough, and the image has certain sense of
graininess. After DLS-NUC processing, as shown in Fig. 6(e), the contrast of the whole image is
reduced, resulting in the boundaries blurring between the wall, window and sash. Fig. 6(f) shows
the corrected image of LSC-CNN. Compared with other methods, LSC-CNN effectively corrects the
non-uniformity of the original image while retaining the image edge information with less graininess,
and the window sash in the corrected image can also be clearly observed.

The raw infrared image [30] of 320*220 is used to test these methods, and the comparison
results are shown in Fig. 7. In Fig. 7(b), the image processed by GF is particularly blurry and
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Fig. 5. 225th frame of the simulated infrared image test results. (a)Original image. (b) Noisy image.
(c) GF. (d) SNRCNN. (e) DnCNN. (f) DLS-NUC. (g) LSC-CNN.

Fig. 6. Real infrared image 1 test results. (a)Original image. (b) Noisy image. (c) GF. (d) SNRCNN.
(e) DnCNN. (f) DLS-NUC. (g) LSC-CNN.
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Fig. 7. Real infrared image 2 test results. (a)Original image. (b) Noisy image. (c) GF. (d) SNRCNN.
(e) DnCNN. (f) DLS-NUC. (g) LSC-CNN.

cannot accurately distinguish the information in the image. In Fig. 7(c), the image corrected by
SNRCNN has obvious distortion, which has a certain impact on the visual effect. In Fig. 7(d), the
result of DnCNN shows that there are a small amount of residual noises and significant granularity.
In Fig. 7(e), the image processed by DLS-NUC is smoother than by DnCNN, however, the issue of
low contrast exists, as a result, it is difficult to distinguish the edges of the overlap between the lamp
post in the lower right corner and the ground in the background. In Fig. 7(f), as compared to these
methods, LSC-CNN has achieved the best visual results in image clarity and detail preservation.

According to the simulated infrared video and real infrared non-uniformity images, it can be found
that GF will cause images distortion in the case of large non-uniformity and will cause the images
blurred in the case of low contrast. The SNRCNN method has significant noise residual in large
non-uniformity, and the method causes large loss of edge information and detail information of
the images. The DnCNN method still has obvious non-uniformity in the corrected image, and the
corrected images have significant graininess. The DLS-NUC method causes a certain distortion
of the target edges in images with large non-uniformity, while detail information loss appears in
images with small non-uniformity. The proposed LSC-CNN method can hardly find the residual
noise in the corrected images, and it can protect the detail information and edge information of the
images effectively.

The advantages of the proposed method can be seen from the above comparative tests.
Compared with the shallower SNRCNN, LSC-CNN can learn the images detail information more
sufficiently. Compared with the non-neural network method GF, LSC-CNN has significantly im-
proved correction effect and detail preservation. With the increase of the network depth, the number
of parameters will increase significantly and lead to the increase of the model computation time.
Therefore, LSC-CNN reduces the computation by decreasing the size of the images in the model
and restoring the images to their original size by the transpose convolution. In order to solve the
problem of image information loss caused by transposed convolution, the input layer information
will be used to compensate the image after transpose convolution. Considering that infrared images
have lower image resolution and contrast compared to visible images, and different from DnCNN
and DLS-NUC, LSC-CNN enhances the contrast of the image by using a per-pixel multiplication of
the images before and after compensation, which effectively improved the contrast of images.
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Fig. 8. PSNR, SSIM and Time of GF, SNRCNN, DnCNN, DLS-NUC and LSC-CNN tested in all 269
frames. (a) PSNR (b) SSIM (c) Time.

4.4 Quantitative Evaluation

For quantitative validation of the performance, the images are evaluated by using PSNR [31], [32],
as shown in (5) and (6).

PSNR = 10 log10

(
L2

MSE

)
(5)

MSE (x, y ) = 1
N

N∑
i=1

(xi − yi )2 (6)

where MSE is the mean square error of the image, x and y are the images to be calculated, N is
the number of pixels, xi and yi represent the i-th pixel in x and y, and L is the maximum pixel value
of the image (L is 255 for unit8 data or 1 for float-point data).

PSNR values of the corrected 269 frames of the image are shown in Fig. 8(a), where the highest
PSNR value tested by GF does not exceed 32 dB. Some PSNR values the images processed by
SNRCNN are below 34 dB. The overall PSNR values processed by DnCNN are below 36 dB, which
is slightly higher than SNRCNN. PSNR values processed by DLS-NUC are mostly above 36 dB,
and are higher than by LSC-CNN in a few individual frames, but the LSC-CNN achieves the highest
values in the vast majority of the images, and the highest values are above 40 dB.

The larger value of PSNR indicates less distortion of a image, but the evaluation criteria of PSNR
differs from the human visual system (HVS), which probably causes images with a higher PSNR to
look worse than those with a lower PSNR, so the corrected results are also evaluated by SSIM [33]
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TABLE 3

Average Results After 269 Frames of Video Test

TABLE 4

Real Infrared Image 1 Test Results

TABLE 5

Real Infrared Image 2 Test Results

which is more consistent with HVS, as shown in (7).

SSIM(x, y ) = (2μxμy + C1)(2σxy + C2)
(μ2

x + μ2
y + C1)(σ 2

x + σ 2
y + C2)

(7)

where x and y denote the two images in which the calculations are performed, μxand μy represent
the mean of x and y respectively, σ 2

x and σ 2
y are the variances of x and y respectively, σxy is the

covariance of x and y, C1 and C2 are constants that avoid division by zero.
The parameters for calculating SSIM are the same as those given in [33], and the results are

shown in Fig. 8(b). The evaluation values of GF are still the lowest and have a large gap with
other methods, whose highest value is less than 0.81. The evaluation values of SNRCNN are
mostly below 0.96. The evaluation values of DnCNN and DLS-NUC are close and both above 0.97.
LSC-CNN achieves the highest value in all the images tested and is approximately 0.98, which is
closer to the original image and more in conformity with HVS than other methods.

Fig. 8(c) records the time taken for each image denoising in the test. Although the speed of
GF has great advantages, its correction effect is unsatisfactory, so it is not applicable to the non-
uniformity correction of infrared images. SNRCNN and DLS-NUC take almost the same time. LSC-
CNN is slightly slower than SNRCNN and DLS-NUC, but faster than DnCNN.

The test results of 269 frames are statistically calculated to compare the average values, as
shown in Table 3. The average PSNR of LSC-CNN is more than 1 dB higher than other existing
methods and the SSIM mean value exceeds 0.98. Although LSC-CNN is somewhat slower than
SNRCNN and DLS-NUC, by taking the image quality improvement into consideration, LSC-CNN is
still very competitive.

The validation results carried out on real infrared images are shown in Table 4 and Table 5.
For the real infrared images 1 (Fig. 6(a)), LSC-CNN achieves the highest values in PSNR and
SSIM which greatly exceed other existing models, and significantly reduce the processing time in
the small size images. In the test of real infrared image 2 (Fig. 7(a)), although the SSIM value of
LSC-CNN is 0.0004 less than that of SNRCNN, in view of the distortion in the image of SNRCNN,
LSC-CNN is still preferable to other existing correction methods. In the meanwhile, the processing
time of LSC-CNN in processing real infrared images is obviously shorter than the processing time
of simulated images.
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5. Conclusion
In this paper, an improved non-uniformity correction method of infrared images based on con-
volution neural network using long-short connections, LSC-CNN, is proposed, which uses a
residual network and introduces short connect into the infrared image non-uniformity correction.
LSC-CNN is a scene-based non-uniformity correction method, which can solve the problem that
the calibration-based method is unable to work continuously for a long time. Compared with existing
visible image denoising methods and non-uniformity correction methods, LSC-CNN provides more
accurate and comprehensive denoising of infrared images by enhancing the corrected images,
while better preserving the edge and detail information of the images. The video tests have verified
that LSC-CNN does not produce artifact, and the real infrared images have verified that LSC-CNN
has excellent correction effect. LSC-CNN can be applied to more image correction fields, and can
be further optimized and lightweight in the future to improve the computing speed.
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