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Abstract: Star sensor needs real-time calibration to improve its navigation accuracy.
Compared with other parameters, the position of the principal point is more easily affected
by the measurement error, which leads to low calibration accuracy. Conventional star
sensors on-orbit calibration methods mainly rely on the angular distance(AD) between stars.
The observability of the principal point in this method and the calibration accuracy is not
as well as that of other parameters. In this paper, an on-orbit calibration method of star
sensor based on the angular distance subtraction(ADS) is proposed. The accuracy of the
on-orbit calibration is improved by increasing the observability of the principal point in the
calibration process, and the feasibility of this method is verified by the observability analysis.
Finally, improved angular distance subtraction(IADS) models are proposed to solve the
time-consuming problem of ADS method. In order to demonstrate the performance of the
IADS models, simulation calibrations are conducted. The results show that the accuracy of
up and v, of the IADS method is 62.7% and 15.9% higher than that of AD method when
other parameters are set as nominal values. The calibration accuracy of the principal point
is improved effectively.

Index Terms: Angular distance subtraction, calibration, on-orbit, principal point, star sensor.

1. Introduction

Star sensor is a kind of navigation system and it is also the optical attitude sensor with the highest
precision at present [1], [2], thus it has become one of the indispensable navigation equipment
on the spacecraft [3], [4]. The calibration error of optical parameters will affect the measurement
accuracy of star sensor seriously. Among these optical parameters, the principal point is the only
parameter that describes the optical axis, which has a significant impact on the measurement
results. Therefore, in order to improve the accuracy of star sensor, it is necessary to calibrate the
principal point of star sensor.

The principal point calibration methods of star sensor are divided into ground-based calibration
and on-orbit calibration. The ground-based calibration of star sensor is carried out under the normal
temperature and pressure, which is quite different from the on-orbit application environment. The
intrinsic parameters of star sensor deviate due to the vibration during launch and the change of
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instrument working environment [5], [6]. Therefore, it is necessary to calibrate the star sensor
parameters on-orbit to improve the working accuracy and autonomous ability.

M. D. Shuster [7] proposed an on-orbit error estimation method based on the relative alignment
installation error of attitude sensors. After that, many on-orbit calibration methods of star sensors
and other attitude sensors have been carried out. At present, most of the calibration methods are
based on angular distance. M. Samaan [8] proposed an optimization estimation method, which can
minimize the calculation error of angular distance in the image and the corresponding catalog. H.B.
Liu [9] used the sine value of angular distance to establish the observation equation to calibrate
the parameters. Z. Wang [10] established the angular distance error model and determined the
variation range of the observation angular distance error. J. Enright [11], [12] suggested using the
angular distance directly and adopting a new camera model for calibration. Although the method
of angular distance is widely used, the calibration accuracy of the principal point is much worse
than that of other parameters [13], [14]. H. J. Zhong [15] put forward a method which calibrated the
principal point first, then the focal length, and finally calibrated the distortion parameters. However,
the calibration method of the principal point needs manual intervention and the data processing is
complex. J. H. Yang [16] proposed a high-precision camera principal point calibration method.
In this method, the laser beam emitted by the laser is parallel to the camera optical axis, so
that the spot is projected onto the screen, and the screen is moved several times to obtain the
spot images of different positions. Due to the complexity of the process, it is not suitable for star
sensor calibration which needs real-time data. P. W. Nie [17] improved the calibration accuracy by
weighting the principal point and focal length, and eliminating the star points with large random
measurement noise. Whereas this method did not fundamentally discuss the calibration accuracy
of the principal point. It can be seen that there is little research on the accuracy of the principal
point in the calibration process, especially in the on-orbit calibration application of the star sensor,
which needs to be further discussed.

The remainder of this paper is organized as follows. The camera model is introduced in Section 2.
In Section 3, an optical parameter calibration method based on angular distance subtraction(ADS)
is introduced. The feasibility of this method is verified by observability analysis, and an optimal
improved angular distance subtraction(IADS) model is discussed. In Section 4, experiments are
carried out to verify and evaluate the performance of the AD method, ADS method, and IADS
method. Finally, some conclusions are drawn.

2. Camera Model

The camera model is a mathematical description of the physical imaging process from the scene
object to the image plane, which can be regarded as a pinhole model. The calibration of star
sensor generally includes intrinsic parameters and extrinsic parameters [18]. In this paper, we
mainly discuss the intrinsic parameters, especially the calibration of the principal point in the
intrinsic parameters, and involving three coordinate frames, as shown in Fig. 1. Fig. 1(a) shows
the relationship between the camera frame and the physical image frame, and Fig. 1(b) shows the
relationship between the physical image frame and the image frame.

1) Camera frame(O, — X;Y:Z;): Taking the optical center of the camera as the origin of coordi-
nates, the X.-axis and Y.-axis are parallel to the horizontal and vertical axes of the image
frame respectively, and the optical axis of the camera is the Z.-axis.

2) Physical image frame(0 — xy): Taking the intersection point of CCD image plane and camera
optical axis as the coordinate origin 0/, x-axis and y-axis are parallel to the two vertical edges
of image plane respectively. The image frame represents the position of pixels in the image
with physical units (such as millimeters).

3) Image frame(o — uv): Taking the top left corner of the CCD image plane as the origin, the
u-axis and v-axis are parallel to the x-axis and y-axis of the physical image frame respectively.
Image frame is a coordinate system based on pixel.

Let w = [X, Y, Z]" be an arbitrary star unit vector in the camera frame, and its ideal projection

under the image frame is p = [u, v]”. The perspective projection relationship between w and p can
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Fig. 1. Reference frames. (a) Camera frame and physical image frame; and (b) physical image frame
and image frame.

be expressed as

u 1 fu 0 w X
v = E 0 fU Vo Y (1)
1 0 0 1 Z

where [u, v, 1]7 is the homogeneous coordinate of the point p, f, and f, are the focal lengths of
pixels in the u-axis and v-axis directions, respectively. (ug, vo) is the coordinate of the principal
point.

In fact, all lenses have distortion. Considering the distortion, the following formulas can be used
to describe the nonlinear model of the camera:

{ Ug = U+ 8,(u, v) @

vg = v+ 8, (U, v)

where (u,v) is the distortion-free coordinate, (uq, vq) is the coordinate under the nonlinear model,
that is, the image coordinate considering the geometric distortion of lens. §,(u, v) and §,(u, v) are
distortions in u and v direction, respectively. The distortion of camera can be divided into three
types: radial distortion, eccentric distortion and thin prism distortion. Since radial distortion has the
greatest impact, and higher-order distortion may lead to numerical instability [19], we only consider
the first-order and second-order radial distortion here:

8u(U, v) = u(kyr? + kar*) (3)
8u(u, v) = v(kyr? + kor*)

where k; and ks, are radial distortion coefficients. r2 is

2 W=t (- v @

3. Calibration Model of Star Sensor

3.1 Angular Distance Subtraction Method can Enlarge the Calculation of the Principal Point
At present, most star sensor calibration uses angular distance. The angular distance model of star
sensor is shown in Fig. 2. 6;; is angular distance between the stars jand .

The focal length of the star sensor is f, w and v are the direction vectors of the star in the star
sensor frame and the celestial frame, respectively. The coordinate of the projection point of star i
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Fig. 2. The angular distance model of star sensor.

in the physical image frame of star sensor imaging is (x;, y;), then,

1 —(Xi — Xo)
w;j = —(¥i — ¥o) (5)
o= + =yl + 7 Lf
COS «; COS §;
v = | Sinw;CoS §; (6)
|:Si|"| S i|

where (xo, yo) represents the principal point to be calibrated, «; and §; represent the right ascension
and declination of the star i respectively.

According to the invariance principle of orthogonal transformation of angular distance, without
considering distortion and noise, the angle between the orientation vectors w;, w; of stars i/, jin the
star sensor frame is equal to the angle of the corresponding position vectors v;, v; in the celestial
frame [8], which can be expressed as

COSG,‘] = w,-ij = v,-ij (7)
Substituting (5) into (7) yields:

N::

T J)
Vi vj= =+
DD,

= gij(%, Yo, ) (8)

where
N = (X — x0)(X; = %) + (¥ = Yo)(yj — Yo) + 2
D =/ (x — 10)% + (i — yo) + 2 (©)
D= \/(Xj —x0) + (yj — Yo)? + 12

The angular distance (AD) method is based on (7), (8), and (9) for calibration. The disadvantage
of these formulas is that the focal length is much larger than the size of the CCD, which leads to the
poor observability of the principal point. In order to solve this problem, we adopt a two-step method
to calibrate the parameters. In the first step, the AD method is used to calibrate all the parameters.
In the second step, the focal length and distortion obtained in the first step are taken as fixed
values, and the principal point are calculated by angular distance subtraction(ADS) method. The
ADS method is as follows:

Suppose that there are three stars i, j, and k, we can calculate v/ v; and v/.Tvk by using (8), and
then the two formulas are subtracted and expressed by S.

N;j N;

)
oy = L 10
1= DD, ~ D0, (10)

— 7.
S=vjvj—v
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If the FOV of the star sensor is small, then the focal length is much larger than the size of CCD,
then

DiD; ~ D;D (11)

Equation (11) can be approximated to D,Dy, a, b as arbitrary two stars, a # b. Equation (10) can
be written as

Nij = Nik — XiXj — XiXo + YiYj — YiYo — XXk + XoXe — YjYk + YoYk
Dan - Dan

The focal length has been eliminated in (12), and enlarging the calculation of the principal point,
then the observability of the principal point and the calibration accuracy are improved.

Finally, according to the general calibration process [12], the Extended Kalman Filter (EKF) [20]
is used to iterate the star points image sequence, and the calibrated parameters can be obtained.

The state transition model is:

S= = gijk(Xo. Yo) (12)

Xk = by - Xk—1 (13)

where x; is the principal point to be calibrated. k — 7 and k represent the k — 1,3, and k;, images,
respectively. k.o is an identity matrix.
The measurement model is:

z = h(X) + ne (14)

where z;, is the matrix formed by the angular distance subtraction, which is calculated from the
position vector in celestial frame. h(x;) is the process of using the star sensor calibration model
and image points to calculate the angular distance subtraction matrix. n. is the measurement error
caused by noise.

The EKF prediction equations are:

X, =X (15)

A=A +Q (16)

where F," is the prior estimated covariance at time k, and Q is the covariance matrix of the system
process.
The EKF update equations are:

K = P, H{ (HPH{ +R)~", (17)
Xe = X+ Ke(zc — h(x.)), (18)
Po=(I— Kka)Pki, (19)

where R is the covariance matrix of the measurement noise. H, is a Jacobian matrix.

3.2 The Situations That Cannot Be Ignored in the Above Algorithms

In actually, special situations may appear due to the uncertainty of the location of the stars. For
example, the focal length is 16mm, and the field of view is a 4° circle. Star jand star k are close to
the boundaries of the image plane while star i is close to its center, as shown in Fig. 3.

Then we can get the D,;D; is about 256.1520, and the D;D,, is about 256.3122, the difference
between D,D; and D;D;, could be small but significant. In this case, using (11) to equate them
will bring some error. Therefore, in the actual experiment, we did not equalize D;D; and D;Dy,
but directly used the result of subtraction of (10), so that these points at special locations would
not cause errors. Equations (11) and (12) only explain why the subtraction of angular distance
between stars can magnify the calculation of the principal point. Even without (11), the influence of
focal length can also be reduced.
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k

Fig. 3. A special situation of stars position.

3.3 Observability Analysis

Observability can reflect the ability of state estimability, and is an index to evaluate the feasibility of
the system. In other words, under different models, the same input deviation may lead to different
output deviation. If the magnitude of the output deviation is large, that is, the input deviation is
smaller under the same output deviation, the observability is better and the system is more feasible,
and vice versa [21].

According to the definition of observability, we can obtain

8z = Hk(SX (20)

where §x is input deviation, 8z is output deviation, H is Jacobian matrix. The observability of
Jacobian matrix is analyzed by using singular value decomposition of observable matrix, (20) can
be expressed as

8z = PKZQkBX (21)
k

where P, and Q. are orthogonal matrices of left singular vector and right singular vector, respec-
tively. >, is a 2 x N diagonal matrix, and the diagonal elements are nonzero singular value o; (i =
1-2).

Since P, and Q. are orthogonal matrices, we can calculate that

2
18215 =" o l18xI13 (22)
i=1

where [|6x||, and |6z, are the two-norms of 6x and §z, respectively.
The infimum of the output deviation is:

18213 > 202, 15113 (23)

where onin is the minimum singular value(MSV) of the observability matrix. The larger the omin, the
larger the minimum output deviation and the better observability.

According to the above analysis, we performed singular value decomposition for Jacobian matrix
Hi in (16), and calculated the MSV o,y for each frame, then compared the observability of AD
method with ADS method. As shown in Fig. 3, it is obvious that the MSV of the ADS method is much
higher than that of the AD method, which indicates that the ADS method has better observability.

However, using too many angular distance subtraction combinations will increase the amount
of calculation inevitably. As a result, the efficiency of the star sensor is low and can not meet the
real-time requirements. Therefore, on the premise of not reducing the calibration accuracy, we
improve ADS method to reduce the amount of star angular distance subtraction combinations and
increase the calibration efficiency.

3.4 Improved Angular Distance Subtraction Models
In order to improve the efficiency of the ADS method, we proposed four improved models.
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Fig. 4. The observability analysis of AD method and ADS method.

TABLE 1
Uniformity of Stars

IADS1 IADS2 IADS3 IADS4
Using times Usage rate Usingtimes Usage rate Usingtimes Usagerate Usingtimes Usage rate
star 1 11 13.75% 14 11.67% 15 10.71% 19 10.56%
star 2 11 13.75% 18 15% 21 15% 28 15.56%
star 3 12 15% 18 15% 22 15.71% 28 15.56%
star 4 12 15% 19 15.83% 23 16.43% 29 16.11%
star 5 12 15% 18 15% 22 15.71% 28 15.56%
star 6 11 13.75% 18 15% 21 15% 28 15.56%
star 7 11 13.75% 15 12.5% 16 11.47% 20 11.11%

Suppose that there are N stars in a star map. According to (7), the angular distance of any two
stars can be calculated, and the angular distance matrix as shown in the Fig. 4 can be obtained.
Since the matrix is symmetric, we only take the upper part of the triangular matrix, and give the
following four improved subtraction models.

Model 1: Each row is subtracted horizontally, for example, ai> — a3, a13 — a4, @14 — ais5. Then the
last one in each row is subtracted from the first in the next row, for example, ajy — ao3, @y — az4 --- ---

Model 2: In the same way as Model 1, each row is subtracted horizontally, for example, as» — a3,
ai3 — a4, a4 — a5 ... ... And then subtract each column in turn, for example, aiz — a3, a14 — ao4,
o4 — 34 .. ...

Model 3: On the basis of Model 2, add diagonal subtraction, for example, a;> — as3, a3 — as4,
az4 — a4 ... ...

Model 4: On the basis of Model 3, in addition to diagonal subtraction, add all diagonal subtrac-
tions, for example, ai3 — ag4, @14 — aos, a5 — a2 ... ...

We analyzed the uniformity of the above four improved models. Taking 7 stars as an example,
the using times and usage rate of each star are shown in Table 1. As can be seen from Table 1,
the improved angular distance subtraction 1(IADS1) model has the most uniform usage rate of
each star, but the stars used less times, which may affect the calibration accuracy. Improvement
angular distance subtraction 3(IADS3) and improvement angular distance subtraction 4(IADS4)
are used more times of each star, but the usage rate is not uniform compared with IADS1 and
IADS2. Therefore, improvement angular distance subtraction 2(IADS2) is better in terms of using
times and usage rate.

4. Experiments and Discussion

We simulated the star data, with a 19.14° x 11.18° FOV, for a 1920 x 1080 pixel-array star sensor
at a 2-Hz update rate. The simulation data consisted of three datasets: a set of 3D star vectors in
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TABLE 2
Parameters and Nominal Values

Parameters uo (pixel)  vo (pixel)  f(mm) ki ko
Nominal Values 970 550 16 -0.5 0.5
TABLE 3

Comparison of AD Method and ADS Method

the range of

star oo Method  Audpixel)  Avo(pixel)  APich(")  AYaw(")  ARoll(") T(ms)
68 AD 0.82 0.44 0.61 053 0.10 0.84
ADS 0.39 0.47 0.37 0.25 0.10 2.14
1315 AD 0.89 0.28 0.60 0.58 0.02 2.45
ADS -0.19 -0.13 0.15 0.13 0.02 23.12
1701 AD 045 -0.32 0.36 0.30 0.05 6.31
ADS -0.10 -0.22 0.13 0.07 0.05 501.44

the inertial frame, a set of corresponding 2D star coordinates in the image frame, and the set of 2D
star coordinates with normally-distributed noise. In order to avoid the influence of other parameters
on the accuracy of the principal point, we set the focal length and distortion parameters as nominal
values, and only calibrate the principal point. The parameters and nominal values are shown in
Table 2.

4.1 Test 1: Comparison of Angular Distance Method and Angular Distance Subtraction
Method

By setting the limit visual magnitude of the star sensor, we obtained data with different number of
stars for experiments. The intrinsic parameters and distortion parameters of AD method also use
the nominal values in Table 2, and we calibrate the principal points only. The number of stars per
frame in the three experiments ranged from 6 to 8, 13 to 15, and 17 to 21, respectively, with the
limiting visual magnitudes of 4.6, 5, and 5.5, respectively. Normal distribution noise with mean value
of 0, standard deviation of 0.5 pixel is added to 2D star coordinates, and the results are shown in
Table 3.

In Table 3, Auy and Av, represent the difference between the calibrated principal point results
and the nominal values in Table 2. Pitch, yaw and roll are the x-axis, y-axis and z-axis of Euler
angle vector respectively. APitch, AYaw and ARoll are the difference between the Euler angle
calculated by using the simulation data with noise and the calibration results of the principle point,
and which calculated by the set standard parameters. T is the average elapsed time for each frame.
Fig. 6 is a radar plot of Table 3. According to the results, the principal point calibration accuracy of
the ADS method is better than that of the AD method obviously. As expected, the ADS method is
time-consuming, especially when the number of stars is large. It will seriously affect the calibration
efficiency of star sensor and fail to meet the real-time requirements. We experimented with four
improvement models.

4.2 Comparison of Four Improved Models

In order to verify the analysis of the using times and usage rate of the improved models in Section
3.4, the following experiments were carried out. Using the data of 7.7 stars per frame. Add normal
distribution noise with mean value of 0 and standard deviation of 0.5 pixels. The results are shown
in Table 4.

It can be seen from Table 4 that although the star points of IADS1 are used more evenly, the
number of star angular distance subtraction combinations is relatively small, which leads to poor
calibration effect to a certain extent. The uniformity of star points used in IADS3 and IADS4 is poor,
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TABLE 4
Comparison of Four Improved Models

Auo(pixel) Avo(pixel) APitch(") AYaw(")  ARoll(") T(ms)
ADS 0.39 0.47 0.37 0.25 0.10 2.14
IADS1 0.24 1.33 0.52 0.15 0.11 1.46
IADS2 -0.17 0.46 0.04 0.11 0.10 1.87
IADS3 0.35 0.90 0.06 0.23 0.10 2.02
IADS4 0.13 0.72 0.29 0.08 0.10 2.04

which will lead to unstable calibration results. Moreover, IADS4 uses a large number of angular
distance subtraction combinations. Although the calibration effect is better than that of IADS1, the
time consumption is increased significantly. In contrast, although the u, accuracy of IADS2 is 23.2%
lower than that of IADS4, the accuracy of v, is improved by 35.4%, and the usage rate of star points
is more uniform than that of IADS4. It can also be seen from Euler angle that the A Yaw of IADS2 is
similar to that of IADS4, but A Pitch is reduced significantly. Compared with ADS method, all indexs
of IADS2 are better than ADS method, and the time consumption is reduced by 12.6% compared
with ADS method per frame. Therefore, the calibration effect of IADS2 is better, which is consistent
with our analysis in Section 3.4. Fig. 7 is a radar plot comparing the four models, from which we
can clearly see the advantages of IADS2.
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Fig. 7. Comparison of Four Improved Models.

TABLE 5
Comparison of AD Method, SVD Method and IADS2 Method

Noise Method Auo(pixel) Avo(pixel) APitch(") AYaw(") ARoll(") T(ms)
AD 0.27 0.35 0.26 -0.18 0.04 0.86

0.2 SVD 0.13 0.37 0.18 -0.09 0.04 0.76
IADS2 0.10 0.29 0.15 -0.07 0.04 1.37

AD 0.82 0.44 0.61 -0.53 -0.10 0.86

0.5 SVD 0.60 1.24 0.71 -0.39 -0.11 0.78
IADS2 -0.17 0.46 0.04 0.11 -0.10 1.31

AD 1.37 0.87 1.06 -0.90 -0.17 0.84

0.8 SVD 0.99 2.00 1.16 -0.65 -0.18 0.74
IADS2 -0.30 0.70 0.03 0.20 -0.15 1.36

4.3 Test 3: Comparison of Improved Angular Distance Subtraction 2 Method With Angular
Distance Method and Singular Value Decomposition Method

On the basis of Test 2, we compare the IADS2 method with the AD method and the previously
proposed singular value decomposition(SVD) method [22]. The average number of stars per
frame was 7.7 stars, and three sets of experiments were conducted. The standard deviations of
experimental noise in each group were 0.2, 0.5, and 0.8 pixels, respectively. The experimental
results are shown in Table 5.

As can be seen from Table 5, when the noise standard deviation is 0.2 pixels, the Au, and
Av, accuracy of the IADS2 reduced by about 62.7%, 15.9% compared with the AD method,
respectively, and reduced by about 22.3%, 20.4% compared with the SVD method, respectively.
In terms of Euler angle, APitch and A Yaw also decreased significantly. When the noise standard
deviation is 0.5 pixel, the Av, of the IADS2 method is 5.2% worse than that of AD method, but Auy
is better than AD method and SVD method by 79.3% and 71.6%, respectively. When the standard
deviation of noise is 0.8 pixels, all indexes of IADS2 method are better than AD method and SVD
method. Fig. 5 shows the variation of Euler angles of the three methods when the noise standard
deviation is 0.5 pixel. As can be seen from Fig. 5, with the convergence of parameters, the A Pitch
and A Yaw of IADS2 method are smaller than those of AD method and SVD method significantly.
Because the deviation of the principal point only involves the movement in the plane, no rotation,
so this experiment can only affect pitch and yaw, but not roll. The main factor affecting the roll is
the uncertainty of star points position [23], and the three methods use the same set of star points
data, so the difference between the results of ARollis very small.
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TABLE 6
Calibration for all Parameters

( rﬁfgl) ( pAi)‘(’é’l) APitch()y  AYaw(")  ARol")  fmm) ki ke T(ms)
AD 1.02 -0.81 0.37 -0.67 0.01 -0.00014 0.0011 -0.0074 2.1
SVD 093 0.15 0.60 -0.62 002  -000011 -0.0013 041716 14
IADS2 070 0.21 0.46 -0.45 001 -0.00048  0.0060  -0.2279 2.0

4.4 Test 4: Comparison all Parameters of Angular Distance Method, Singular Value
Decomposition Method and Improved Angular Distance Subtraction 2 Method

In order to fully analyze the performance of IADS2 method, we carried out calibration experiments
for all parameters. The experimental conditions are the same as Test 2. The calibration results are
shown in Table 6.

We found that the focal length and distortion parameters calibration of IADS2 method is not as
good as AD method and SVD method, but the calibration accuracy of the principal point is still
improved. Therefore, AD method or SVD method can be used to calibrate other parameters before
calibrating the principal point to achieve high-precision calibration.

5. Conclusion

In this paper, an on-orbit calibration method of star sensor based on angular distance subtraction is
presented. Firstly, the camera model is introduced. Then, on the basis of the invariable principle of
orthogonal transformation of angular distance between the stars, the star angular distances were
subtracted to enlarge the calculation of principal point. The feasibility of this method is proved by
observability analysis. Since too many star angular distance subtraction combinations will lead to
long calibration time, we proposed four improved models and discussed the best improved model
IADS2 to improve the calibration efficiency. The simulation results are consistent with our analysis.
Compared with the AD method, the IADS2 method has higher calibration precision of the principal
point, and the time consuming is not different from the AD method. Therefore, it is more suitable
for the real time calibration of star sensor. Although the performance of ADS method is good, more
tests should be carried out under different conditions due to the first proposal. In addition, further
research is needed on the star angular distance subtraction combination model.
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