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Abstract: A novel optical-transmission rear mounted augmented reality head-up display,
which can be used to improve the safety of a driving vehicle, is introduced and investi-
gated in this paper. The proposed system uses an off-axis free-form mirror that serves as
asymmetric aberration corrector. The off-axis aberration of the system is analyzed and the
mirror is designed to correct both linear astigmatism and spherical aberration. This makes
it possible to optimize the whole optical system. We also analyze the relationship between
human eyes and the virtual image to obtain a registration matrix. The experimental results
show that the size of the virtual image is 11 inches, the imaging distance is 2.8 meters, and
the area of the eye box is 140 ∗ 60 mm2. The novel system makes it possible to fuse the
virtual image with the real-life scene to improve driver safety.

Index Terms: Optical transmission system, off-axis reflector, freeform surface, AR-HUD,
virtual-real registration.

1. Introduction
A vehicle drivers’ dashboard is typically located close and below the driver’s line of sight, while
the (real-life) road scene is located directly ahead of the driver’s line of sight. To observe both the
dashboard and the road scene, the driver needs to divert his line of sight. Because the dashboard is
close to the driver’s eyes, while the scene is located far away from driver, the driver needs to change
focus when switching between the two. In addition, there is a substantial difference in quality and
intensity between the light inside and outside, which requires time for adaption. In other words, it
is practically impossible for drivers to watch the road without visual distraction with conventional
dashboards. At typical vehicle speeds, especially when driving at night, a short visual distraction
can cause a major traffic accident. Conventional dashboards are struggling to communicate today’s
large and increasing amount of information safely and comfortable to the driver. Augmented reality
(AR) technology [1]–[5] is a possible solution to project larger amounts of information safely to
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the driver. This frees the driver from viewing a complicated instrument panel, and reduces the
possibility of cognitive overload, which can lead to accidents.

Many modern automobiles are now equipped with an augmented-reality head-up display (AR-
HUD)[6]–[10] to reduce distraction of the driver. Head-up display systems can be categorized as
follows:

1) Combiner AR-HUD-based [11]–[14]: most of these optical systems have transparent plates
to display images and visually combine them with the road scene. Unfortunately, in case of a
collision, these plates also represent an additional safety hazard for the driver. One way to avoid
this added risk factor is to use the windshield to display the projected information. The problem
with windshields is that they typically have an irregular and asymmetric surface that requires some
mechanism to correct the distortion of projected symbols.

2) Holographic AR-HUD-based[15]–[18]: A holographic optical element can display a highly
reflective narrow-band symbol image, while allowing high-transmittance of light from outside. This
way it is possible to improve the display brightness of the image substantially. The symbol image
transmitted by the image-source passes through a relay system before it passes through a plane
mirror to form an intermediate image. In the center of the system is a holographic combination
glass, designed to display the information directly to the eyes. Using this structure, both volume
and weight of the system can be reduced. However, the structure still needs to be attached to
the windshield glass, which adds complexity and increases cost.Because the holographic optical
elements(HOEs) are transparent and thin, K. Bang et al. [19] analyzed the influence of the surface
curvature of the holographic optical elements on its optical characteristics, designed an optimal
curvature method to reduce aberrations, and bends the holographic optical elements and applied
it to head-up display.

3) Fresnel lens AR-HUD-based [20]–[22]: The Fresnel lens system has a simple structure, a
small volume, and is light-weight. In addition, the Fresnel lens can also correct the aberration
caused by the windscreen. The axial aberration of the system, however, is very large.

Wang researched and designed the optical structure of the vehicle-mounted head-up display,
and elaborated on the relationship between the various system parameters of head-up display
and the determination method [23]. By analyzing actual needs, draw up various system param-
eters, and use reflective optical structures to integrate well with vehicles. Through the digital
light processing (DLP) projection lens imaging, a miniature projection system and a reflective
optical system are designed to form a sufficiently large field of view, rich and clear image on the
windshield, and the simulation results are analyzed. Zhao taked special vehicle drivers as the
test object, and established a head-up display brightness adjustment model for the night vision
vehicle head-up display brightness display characteristics [24]. The adaptability of the driver group
to the display brightness of the night vision vehicle head-up display in the dark environment at
night was discussed, and the night vision vehicle head-up display driver dimming experiment
was carried out. According to the experimental data, the driver’s head-up display brightness
curve model in the dark environment at night is established, which provides the basis for the
ergonomic optimization design of the night vision vehicle head-up display. Chen proposed a digital
light processing (DLP) based head-up display miniature projection display optical system [25].
The compound eye lens is used to homogenize the light emitting diode (LED) light source, the
projection lens is used for imaging. The volume is small, and the imaging quality meets the
requirements of use. In order to realize the control display of the parallax, Luo Gu et al. [26]
proposed an optimization strategy for the forward ray tracing mode that directly controls the
binocular parallax. The eye box size of the proposed system is 120 mm ∗ 80 mm2, and the
parallax of the eyes is evaluated and corrected. KUM-HO et al. [27] designed a confocal off-axis
optical syestem by analyzing the off-axis aberration of head-up display. This method can easily
balance the residual aberration. Qin et al. [28] used a picture generation units(PGU) and a curved
mirror to perform imaging separately to obtain two focal planes, and optimized the optical design
and mechanical structure. Kim et al. [29] used a cylindrical lens as an asymmetric aberration
corrector to obtain a corrected linear astigmatism and spherical aberration optical system. The
distance of the virtual image is 2 meters, the display size is 10 inches, and the eye box area is
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130∗50mm2. Wei et al. [30] placed the image source, plane mirror, and free-form surface mirror
on the same horizontal plane, and designed structural constraints and optimization strategies. No
matter where the pupil is located in the rectangular eye socket, the human eye can observe the
virtual image.

The current research is mainly aimed at a certain type of windshield surface. The ideal
augmented-reality head-up display must realize the real-time fusion of virtual information and real
scenes, and ensure the realism of the fusion of virtual and real, and there are certain requirements
in the optical design. Most of the current methods are aimed at a single face, but if it is a different
model, the face shape of the windshield will change to a certain extent, which will lead to drift in
the process of virtual reality. As for the rear mounted augmented-reality head-up display system,
the face of the windshield will change according to different car models. Therefore, in order to
solve this problem, this article has solved it. When designing, first obtain the windshield surface
data of several kinds of cars, and then use the surface fitting method to obtain a new surface.
Use this surface to perform the optical system design. The following two methods are used to
compensate for the fitting errors that appear in the fitting process. The first method is to divide the
surface into blocks and obtain the fitting results respectively. Since the virtual and real registration
can obtain the relationship between the virtual image and the human eye in the actual state, the
error can be compensated for the second time during the virtual and real registration. So that
the augmented-reality head-up display system can adapt to most models. To solve the above
problems, a reflective off-axis optical system was used as optical display-component for the system.
In addition, a free-form reflector was designed to correct any image distortion caused by the
windshield. We then analyzed the relation between the human eye, the optical system (virtual
image) and the real-life scene. We found that the combination of virtual image with real-life scene
improves driving safety significantly.

2. Design
2.1 Principle of an AR-HUD

The augmented-reality head-up display system consists of a tracking camera, projection module,
a freeform off-axis reflector system, and a host. First, the road scene is obtained from the tracking
camera. Then the road scene is identified by the host computer, and the virtual real registration
matrix between different scene frames is calculated. After calculating the location of the virtual
image, the host sends information to the projection module via data wire. The projection module
projects information onto a specially designed free-form reflector. The information is reflected on
the windshield through the reflector, such that the driver can see the virtual image in front of him/her.
The working principle is shown in Fig. 1.

2.2 Optical Design of the AR-HUD System

Due to limitations in the available optical materials, it is difficult to combine both large aperture and
low weight of the refraction system. If the optical imaging system uses a total reflector it becomes
possible to reduce weight. This is because the mirror is limited by material, and no chromatic
aberration at all. It has high transmittance and is widely used in the design of space optical
system. A traditional total reflection system can use only a few parameters to tune aberration,
which makes it difficult to achieve a large field of view and small F number at the same time.
The field of view of a coaxial reflection system is small, and obscurity in the center can reduce
image quality substantially. On the other hand, there is no central occlusion in an off-axis reflector
system. This means it becomes possible to optimize many variables and improve the field of
view, which increases the imaging quality of the overall system. Therefore, we used a reflective
off-axis system.Unlike axisymmetric optical systems, off-axis systems contain partial tilting and
eccentric optical elements. The aberration of an optical system is a vector. For a system that
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Fig. 1. Schematic diagram of the AR-HUD.

rotates symmetrically about the optical axis, polar coordinates are useful to represent the three
order wavefront aberration of the ith plane of an optical system.

W (H, r, r cos ϕ) =W040i r4 +W131iHr3 cos ϕ +W222iH2r2cos2ϕ

+ W220iH2r2 +W311iH3r cos ϕ (1)

Here, H represents the normalized point coordinates of a coaxial optical system; the distance
between the pupil and the normalized optical system is r, ϕ is the azimuth coordinate of the pupil for
a given meridian plane. The wavefront aberration of an optical system is the sum of the aberration
produced by all image planes in the system.

W =
∑

Wi (2)

The vector form of formula (1) is:

Wi =W040i (r · r )2 +W131i (H · r )(r · r )+W222i (H · r )2

+ W220i (H · H )(r · r )+W311i (H · H )(H · r ) (3)

It is assumed that the system revolves around the optical axis. si is the deviation from the center
of the aberration field, Wi, to the center of the aberration field of the optical system. After replacing
H with H-si, we obtain an expression for the three level wavefront aberration vector in the ith plane.

Wi =W040i (r · r )2 +W131i [(H − si ) · r )](r · r )+W222i [(H − si ) · r )]2

+W220i [(H − si ) · (H − si )](r · r )+W311i [(H − si ) · (H − si )][(H − si ) · r ] (4)

The wavefront aberration of the system can be formulated as:

W =
∑

Wi =
∑

W040i (r · r )2 +
∑

W131i [(H − si ) · r )](r · r )+
∑

W222i [(H − si ) · r )]2

+
∑

W220i [(H − si ) · (H − si )](r · r )+
∑

W311i [(H − si ) · (H − si )][(H − si ) · r ] (5)

A small manufacturing error in the production process can have a strong effect on the image
quality of the head-up display. Even if ideal manufacturing precision could be achieved, and there
is no error in the installation of the windshield of the flat-view display system. However, during the
day or night, with a large range of observation of pupil to people, the effect of system aberration
on the quality of the virtual images is not clear because there are many types of aberrations
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such as position chromatic aberration, lateral chromatic aberration, spherical aberration, comatic
aberration, and the effect of field curvature. While these aberrations do not directly depend on the
manufacturing tolerances of the windshield or the range of the driver’s head movements, they still
affect the image quality. This is particularly important for the reflective structure of a flat-view optical
system because of the color difference and refraction of the system. In addition, because there is
no lens in the reflected vehicle flat-view display system, a system using a reflective structure does
not have any chromatic aberration. However, the degree of spherical aberration is determined
by spherical lenses and spherical reflectors. These elements are usually used for astronomy
and photography. Because the complications to manufacture spherical elements are fewer than
for aspherical surfaces, production costs are lower. A combination of concave convex spherical
or aspherical lens can be used to eliminate spherical aberration. Because the vehicle-mounted
head-up display system investigated in this paper is reflective, the aberration is corrected for using
a curved reflector. This means the manufacturing accuracy of the head-up display mirror must be
controlled strictly.

Importantly, the distortion of an augmented-reality head-up display system also changes the
shape of the image, which makes the information harder to read. The larger the distortion the higher
the risk for an accident. In fact, people’s eyes are usually located at the edge of the pupil range or
near the edge of the eye, and the distortion in this position is especially easy to attract people’s
attention.The surface shape of the reflector is designed, and the free-form surface is designed to
meet the design requirements.The eyebox is a space, where the eyes can see the visual effect of
the mobile AR-HUD. Larger eye-movement requires more luminous flux. Small eye movements limit
the free movement of human eye, which makes it easy to lose sight of the information. Reasonable
eye-movement refers to the balance between the two. Considering the above factors, the following
parameters for the system were selected:(1) system resolution: 640 ∗ 480; (2) horizontal field angle:
≥ 8◦; (3) vertical field angle: ≥ 5◦; (4) eye box: 140 ∗ 60 mm2; (5) projection size: 11 inches.

This system uses the windshield to display the projected image. Unfortunately, the reflection
ratio of a typical front windshield is relatively low. While a sun-filtering film can be attached to the
front of the windshield to improve the reflection ratio, it can still be difficult to see the projected
image in strong sunlight. The situation can be improved by increasing the brightness of the light
source. However, a bright light source may cause problems with heat dissipation. According to
automotive industry standards, devices located in the dashboard of a car should work normally
for temperatures up to 120 °C. Therefore, effective cooling methods are required, and both high
brightness and homogenization are key characteristics. In addition, the output-beam quality of
the light source is higher. At the same time, we should consider the thermal stability, vibration
resistance and operating life of the light source. For this paper, a high-power LED array was used
as a light source. A lens array was placed in front of the LED array to generate the light beam,
which uniformly illuminates the Liquid Crystal Display(LCD) panel. The working temperature of a
high-power LED is typically quite high, and the temperature in a car may reach about 50 °C in
summer. To ensure normal operation of the system, a heat dissipation device was installed after
installation of the light source.

2.3 Virtual-Real Registration Method of AR-HUD System

In the AR-HUD system, virtual images need to be combined with the real scene, so that the driver
can observe the virtual information and road scene together. Next, we try to obtain the relationship
between driver, optical system, and road scene.To determine how the external world is mapped
to the user’s field of view, so that the display can realistic appropriate images. After designing the
optical display system, we need to obtain the relationship among human eyes, display device, real
scene and virtual image display plane. The coordinate relationship is shown in Fig. 2. In Fig. 2, w
represents the world coordinate system, and c is the camera coordinate system. v represents the
virtual camera coordinate system, which is composed of the optical system and the human eye.
I is the virtual plane coordinate system. If we let Pw = (x,y,z) represent any point on the object,
Pc is the point that corresponds to Pw below the tracking camera. Pv is the corresponding point
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Fig. 2. The coordinate relationship of AR-HUD.

in the human eye coordinate system. The human eye sees the virtual image through the optical
system. Both, eye and optical system, constitute the combined imaging system, which is defined
as the virtual phase machine coordinate system. Pi is a pixel point within a virtual image plane. The
amount of coordinate change is represented by the rotation variable r and the translation variable
t. By establishing the relationship between the above points, we can get the registration matrix of
virtual and real information, and determine the location of virtual information projection.

The relationship between these can be expressed as:

Pi = Kv
3×4

(
r3×3
v←c

t 3×1
v←c

0 1

)(
r3×3
c←w

t 3×1
c←w

0 1

)
Pw (6)

Where Kv is the virtual camera control, r and t represent, respectively, the translation and rotation
matrix of the camera.

In solution (6), the depth d for the object pixel in the image was determined using monocular
depth estimation [31]. Assuming the coordinates of a pixel point on the road-scene object obtained
using image recognition are (u,v,d), the equation that converts this point into the space point pw is:

⎧⎨
⎩

x = z
fx

(u − cx )
y = z

fy
(v − cy )

z = d
s

(7)

Where s is the depth scaling factor, and fx, fy, cx, cy are internal references of the camera.We
use the result from (2) as inputs for formula (1). Using the matrix solution, the transformation matrix
of the spatial coordinates pw relative to the corresponding point pi on the virtual plane can be
obtained, which is defined as the initial transformation matrix A.When a new frame is generated,
the posture change of the camera causes a change for the virtual reality registration matrix. In this
moment, the feature points of the input images between the two key frames are extracted, and the
feature points of the two pictures are matched. Then, the two dimensional points are converted
to three dimensional points using the depth data of the points, considering p = {p1, . . . , pm} and
p′ = {p′1, . . . , p′m}. The matching space points are transformed using R and T to satisfy the following
relation:

pi = Rp′i + T (8)

One problem is the camera pose estimation, i.e., to estimate the upper form of R and T. To solve
this problem, we use the Iterative Closest Point (ICP) method [32]:

ei = pi − (Rp′i + T ) (9)
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The camera pose matrix R and T can be solved using the least square relation:

min J = 1
2

∑
i=1

‖ei‖22 =
1
2

∑
i=1

∥∥[
pi − (Rp′ i + T )

]∥∥2
2 (10)

The camera pose estimation not only considers the constraint relation between feature points, but
also increases the constraint relationship between objects of the same category. The registration
matrices R and T for the relative initial location of the camera are B. The virtual real registration
matrix Tv can be formulated using the initial registration matrix A and B synthesis matrix:

Tv = A · B (11)

This way the virtual reality registration matrix is obtained, and the virtual image can be superim-
posed on the road scene, so that the driver can see a fusion of the virtual and real images.

3. Results and Analysis of System Design
3.1 AR-HUD Optical Design Process and Results

The free-form surface shape is designed according to the surface shape of the windshield.
Traditional head-up display used flat mirrors for reflection when imaging. However, when the light
is reflected on the windshield through the flat reflector, the curvature of the windshield will cause
imaging distortion. The curvature of the windshield is also different for different models of cars.
Therefore, when modeling the three-dimensional surface of the windshield, the windshield surface
of different manufacturers should be considered for modeling, and the corresponding mirror surface
should be designed. This design wants to obtain a larger field of view and a longer virtual image
imaging distance, which will lead to an increase in the aperture of light. At the same time, the
magnification of the system will increase accordingly. When designing a free-form surface mirror,
the degree of curvature of the mirror will also increase. The imaging effect of a mirror with a
large curvature in the edge field of view is not good enough. So it is necessary to solve this
problem by optimizing the optical system. Therefore, when modeling the windshield, first obtain
the windshield surface shape of different manufacturers, and take some points in the display
area of different windshields, and fit these points to a surface fitting method. So we get a new
windshield surface. When designed a free-form surface mirror, the main characterization function
of a polynomial free-form surface is based on a conical surface plus a coordinate-related polynomial
group characterization function. In the design, an XY polynomial free-form surface is used to
optimize the design. The design function is as follows:

z =
c j r2

j

1+
√

1− (1+ k j )c2
j r

2
j

+
t∑

i=1

Cixmyn (12)

Where z is the vector height of the free-form surface, c is the curvature at the vertex, r is the
radial length, k is the conic coefficient, and Ci is the polynomial coefficient. In order to ensure
accuracy, the surfaces are optimized separately. In the design, according to the changing trend of
the surface shape, the new windshield surface is divided into four parts, which are represented by
j = 12,34. We select the highest order of x, y as m + n = 4 to get adequate surface accuracy in
this system. When setting optimization variables, first set the radius of curvature as a variable, then
consider adding the diaphragm position as a variable, and then determine the distance between
the free-form surface mirror and the windshield. The main optical system aberration correction is
for spherical aberration, comatic aberration, astigmatism, field curvature, and distortion. While tilt
and eccentricity of the components do not affect spherical aberration, aberrations of higher power
affect all lower power aberrations such as the eccentric aberration, astigmatism, field curvature,
and distortion. Similarly, eccentric astigmatism affects both field of view and distortion. Because
a reflective optical system can only use a few surfaces, aspheric aberration correction is often
used. An off-axis reflective optical system can use a free-form surface to correct aberration. This
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TABLE 1

The Lens Data of AR-HUD System

Fig. 3. Final design of the off-axis reflector free-form AR-HUD optical system.

paper uses the special properties of an XY polynomial free-form surface, which can correct off-axis
aberration well. In other words, we can now ensure that the images are clearly visible on the
windshield. Tabel 1 is the lens data of system.

For the system, we use zemax software for optical design. We set the horizontal angle of view
of the optical system greater than, or equal to, 8°,and the vertical field of view is greater than, or
equal to, 5°. The eye movement range is 140mm×60mm2, which is consistent with the possible
head movement range of the driver (during driving). The virtual image size is 11 inches. The size
of the virtual image was carefully chosen such that it will not cause visual fatigue and it can show
information at the front of the line of sight. The final off-axis reflective design using a freeform
surface is shown in Fig. 3. In addition, we built a test system in the laboratory, as shown in Fig. 4.

After optimization of the optical system, we can assess the design considering optimized aberra-
tion and performance analysis and the design objects. In the following we provide the analysis and
discussion of the designed head-up system. In this design, considering the visual characteristics of
the human eye, we analyze the modulation transfer function(MTF) change for the spatial frequency
of 6lp/mm. The modulation transfer function curve is shown in Fig. 5.

MTF is the evaluation method of optical system in wave optics. In general, when designing HUD,
the higher the line position of MTF is, the better. The slower the downward trend is, the better. If
the modulation transfer function value is greater than 0.9, the design result is very well, 0.7–0.9
is better, and 0.4–0.7 indicates that the imaging requirements are basically met. Take the space
frequency corresponding to the size of a pixel on the LCD display panel, and the space frequency
MTF value under the target image source size should be greater than 0.4, which basically meets
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Fig. 4. The experimental system of AR-HUD.

Fig. 5. MTF curve for AR-HUD optical system.

the design requirements. The Fig. 5 shows that the MTF of the system is greater than 0.4 when the
spatial frequency is 6lp / mm, so the designed system can basically meet the display requirements
of AR-HUD. A Spot chart for the system is shown in Fig. 6. The spot RMS radius is smaller than
the radius of the airy pattern. The aberrations are sufficiently balanced in all fields. As a result,
the mean square spot size of most fields is below 25 μm, and the imaging quality for each field is
sufficient. This means, not only the performance specifications were met but also space is left for
processing and assembly of the system.

The distortion curve of the system is shown in Fig. 7. The distortion near the field of view in the
system center is below 2%, and the maximum distortion of the field of view is below 4%. While
there are still some distortions, the small aberrations can hardly be seen. Overall, the novel system
shows good imaging properties.

The virtual image produced by the computer can be fused into the real environment using the
virtual-real registration method described in this paper. In order to represent the design results,
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Fig. 6. Spot chart for the AR-HUD system.

Fig. 7. Distortion curve of the system.
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Fig. 8. Virtual reality fusion image of AR-HUD system.

TABLE 2

Comparison of Different AR-HUD Systems

we photographed the displayed results with the camera in the human eye. The result of the
virtual reality fusion is shown in Fig. 8. The green arrow in the figure is the display image(virtual
information) projected by the AR-HUD display.Table 2 shows a comparison between the system
designed in this paper and conventional systems. Considering Table 2, we can see that the new
AR-HUD system performs better than conventional systems. It not only improves security but also
performs better.

3.2 AR-HUD System Registration Error

The experiments are carried out on 600 consecutive video images. The real coordinates of the
feature points of the test image are taken as the benchmark. Then the estimated registration
matrix is reprojected to obtain the reprojection coordinates of the registration matrix. By comparing
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Fig. 9. Registration error in x-axis direction.

the reprojection coordinates with the real coordinates of feature points, the registration errors are
obtained. Taking the translation component of the registration matrix in the x-axis direction as an
example, the comparison results between the registered value and the real value are obtained.
Fig. 9 shows the variation of each frame. In order to measure the similarity between the registered
value and the real value, the error is evaluated by using the correlation distance.

After calculation, the correlation distance between the two groups of data is less than 0.1.
Therefore, the two sets of data are highly similar, which means that the error is within the allowable
range and meets the requirements of registration accuracy.

3.3 Safety Performance Evaluation of AR-HUD System

In the process of driving, the driver’s attention is usually required to be highly concentrated. In
complex road scenes, such as traffic congestion, sharp turns or low road visibility, the number of
objects observed by the driver is limited. Results in the inability to pay attention to all objects in
the scene. In this condition, the necessary information is reminded in front of the driver’s vision
to describe the road condition. This can improve driving safety to a certain extent. In addition,
the vehicle information is usually concentrated on the instrument panel and navigation display.
The driver frequently shifts his sight between the instrument panel and the road, and needs to
move his head downward to get information. This information prompt mode is usually called head
down display (HDD). Obviously, this way will increase the extra time, and in the long driving state,
with the continuous change of visual focus, it will lead to driving fatigue. The AR-HUD system
provides the necessary information in front of the driver’s line of sight to improve the driver’s spatial
perception and reduce the response time in case of accidents. In order to further evaluate the
performance of AR-HUD system, the response time and safety performance of the system are
evaluated. The prompt information produced by AR-HUD has two functions, one can be used as
visual enhancement function, and the other can be used as visual warning function. If the distance
between an object and the vehicle is d, the speed of the vehicle is v1, the moving speed of the
object is v2, and the speed of the object at rest is zero. The response time t of the driver to the
object can be calculated by the following formula:

t =
∣∣∣∣ d
v1 − v2

∣∣∣∣ (13)

The results of figure 10 show that at the same driving speed, the response time left by the HDD
information prompt mode is less, while the AR-HUD system can reserve more response time for
the driver. Similarly, in Fig. 11, with the increase of object distance, AR-HUD system reserves more
reaction time for drivers than HDD, thus avoiding accidents.
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Fig. 10. Comparison of response time and speed in different ways.

Fig. 11. Comparison of response time and distance in different ways.

The display effect of AR-HUD display is easily affected by the ambient light. The scene observed
by the human eye is a mixture of the light from the real scene (for example, the light reflected from
the road scene) and the color light of the augmented reality graphics. In car based augmented
reality applications, the issue of color mixing is challenging because lighting conditions vary greatly
from day to night driving in bright sunlight. Therefore, in the case of daytime driving, high-power
LED array is used for lighting to ensure the brightness. When driving at night, adjust the lighting
brightness and lower the brightness to avoid dizziness caused by long-time observation at night.

After ensuring the illumination brightness, another key problem of AR-HUD system is that
changing the color of the display image will affect the contrast between the virtual image and
the real world, thus affecting the contrast sensitivity and visual sensitivity. Visual acuity refers to the
ability to see subtle details and is highly dependent on contrast. The driver’s ability to recognize
objects or distinguish virtual images is related to contrast, so the ability of drivers to quickly perceive
and recognize virtual images is a function of image size and contrast. The relationship between
size and contrast can be checked by changing the size and contrast. Virtual images are easily
affected by contrast sensitivity, and the required contrast of graphic elements depends on the
spatial frequency of graphics and the contrast between graphic elements and real background.
Therefore, the contrast curve is studied in system, and the relationship between contrast and spatial
frequency is shown in Fig. 12.

In the design of automotive augmented reality applications, it is important that users can see the
shapes of objects of different sizes (cars, trucks, etc.) with different details and spatial frequencies.
Therefore, in the driving scene, it is necessary to realize whether all objects of different sizes are
normally visible under the same contrast and are just above the threshold value, or whether objects
of different sizes need different contrasts to be visible normally. Through the above research,
the AR-HUD prototype system is constructed and applied in the process of driving assistance
to improve the driving safety.
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Fig. 12. Spatial frequency and contrast curve.

4. Conclusion
This paper describes a novel AR-HUD system that can combine screen data with real-life informa-
tion to increase the safety of a driver in a vehicle. The differences between off-axis reflective optical
systems are analyzed, and a free-form surface was designed to serve as asymmetric aberration
corrector. The optical system was designed for a virtual distance of 2.8m. The distortion near
the center field of view is below 2%, the maximum distortion at the edge of the field of view
is below 4%, and the MTF is greater than 0.4 at 6lp/mm. These numbers meet the required
system specifications. In addition, we derived a relationship between the human eye, virtual image
of optical system, and the real-life environment. After obtaining the environmental information,
the virtual image is integrated into the real-life environment. Compared with conventional HUD
systems, the new system performs better and driving safety can be improved.
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