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Abstract: Digital coherent combining (DCC) technique can increase the free space optical
signal collection area by combining the signals received by an array of small apertures in a
coherent manner. To realize DCC the different versions of signals must be aligned in phase
by the digital phase alignment algorithm (PAA). Low computation complexity is imperative for
the PAA because the main obstacle to implement the PAA and DCC in a real-time manner is
the availability of digital signal processing (DSP) circuits offering very high gate density and
processing speed. In this paper we investigate the relationship between the computation
complexity, optical phase offset estimation error and the combining loss for the equal gain
combining technique. Analytical expressions are deduced allowing easy minimization of
the computation complexity at an arbitrary input OSNR and acceptable combining loss.
Extensive numerical simulations are carried out to validate the analytical expressions.

Index Terms: Multi-aperture free-space optical communication receivers, phase alignment,
digital coherent combining, minimum complexity, phase estimation error, combining loss.

1. Introduction
Free space optical communication can exploit the unregulated and nearly unlimited bandwidth in
the near-infrared band and provide higher data rate and lower size, weight and power (SWaP)
profile lasercom terminals compared to microwave communication. [1]–[5] For the satellite to
ground downlink optical communication systems it is desirous to reduce the power-aperture product
of the space-borne terminals by developing ground terminals with a large collection area. [6], [7]
But large diameter telescopes are difficult to build and have focal plane thermal heating problem
when operating in the day or pointing near the sun. [7], [10] Furthermore the light collected by the
large diameter telescopes is difficult to efficiently deliver to a small area detector or single-mode
fiber due to the atmospheric turbulence induced wave front distortion unless complex adaptive
optics is employed. [11], [12] These problems can be solved by the coherent combining techniques
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proposed recently [7]–[9]. They can increase the collection area by combining signals received by
an array of small apertures in a coherent manner. When the aperture diameter is smaller than 5cm,
adaptive optics correction beyond tip and tilt is rarely needed for a diffraction-limited single-mode
receiver [7]. Furthermore the receivers employing multiple apertures can use spatial diversity to
mitigate the atmospheric turbulence effect if the apertures are spaced apart by a distance much
large than the atmosphere phase correlation length [7]–[9].

The coherent combining techniques proposed by now can be classified into two kinds [7]. The
first kind of methods relies on analog approaches [13]–[17]. They need to realize optical path length
matching between different branches down to a small fraction of a wavelength utilizing complex
optical phase-locked loops (OPLL) [13]–[16] or fiber variable phase delays in combination with
feed-back optical phase locking techniques [17]. The high optical complexity makes the scalability
to a large number of signals difficult. The second kind of the methods relies on the digital coherent
receivers (DCR) [7]–[9]. The optical signals received by different apertures are first detected by
the DCRs. Their fields are recovered in the digital domain, and then coherently combined by
the digital signal processing (DSP) system. The digital coherent combining (DCC) technique is
appealing because instead of using the complex optics to stabilize the phase, it uses more robust
and easier to implement digital time and phase alignment techniques. Experimental tests have
shown that the DCC system can operate under a much lower input signal power (PPB = −15 dB)
and tolerate a much larger optical path mismatch (more than 24 cm) [9]. The main obstacle for
the real time implementation of the DCC technique is algorithm complexity and availability of DSP
circuits offering very high gate density and processing speed. Therefore, all experiments to date
had to resort to offline processing the sampled and stored received signals on a computer. DCC
can employ maximal ratio combining (MRC), equal gain combining (EGC) or selection combining
(SC) technique. EGC outperforms SC technique and gives comparable performance to MRC with
reduced implementation complexity [20]. We will thus restrict the analysis to the EGC based DCC
in this paper due to space limitation.

The algorithms used to realize DCC includes the time and phase alignment algorithms which
aim at removing the time offset and optical phase offset (OPO) between the different versions
of optical signals to be combined [7]–[9]. Due to the space limitation, we assume an ideal time
alignment and focus on the phase alignment algorithm (PAA). Because PAA must deal with multiple
high speed optical signals, reducing the PAA computation complexity is imperative for the real-
time implementation of PAA and DCC using silicon devices. The problem to minimize the PAA
computation complexity while guaranteeing an acceptable performance hasn’t been discussed so
far. In this paper we investigate the noise impact on the OPO estimation error and the combining
loss which is defined with the ratio between the practical and theoretical OSNR values obtained
after DCC. Analytical expressions for the OPO estimation error and combining loss are deduced.
The use of analytical expressions permits easy minimization of the computation complexity at an
arbitrary input OSNR and prescribed combining loss. The numerical simulations corroborate the
analytical performance analysis. The paper is organized as follows. The analytical expressions are
deduced in Section 2. Validating tests using numerical simulations are presented in Section 3.
Conclusions are drawn in Section 4.

2. Phase Estimation Error and Combining Loss
The setup of the multi-aperture DCC receiver is shown in Fig. 1. Different versions of the free
space optical signal received by different apertures are first amplified to overcome large free-space
propagation losses and then detected by the parallel digital coherent receivers sharing a common
narrow linewidth local oscillator (LO). The optical fields of the received optical signals are recovered
in the digital domain, and then are aligned with each other in time and phase before being combined
coherently in the DSP system. The flow chart of the phase alignment and coherent combining
process is shown in Fig. 2. It operates by starting with one signal and coherently combining each
subsequent signal with a running coherent sum of all previous signals. This architecture provides a
greater SNR than the parallel or binary tree architecture [7]. The OPO (ϕn) between the two signals
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Fig. 1. The setup of the digital coherent combining receiver.

Fig. 2. The phase alignment and digital coherent combining process proposed in [7].

(bn, bn+1) to be combined is estimated using the following equations

Csum =
M∑

m=1

bn+1 [m] · bn [m], (1)

�
ϕn = arg

{
Csum

} = ϕn + �ϕn. (1 ≤ n ≤ N − 1) (2)

Here bn[m] and bn+1[m] represent the m-th symbols of the two signals to be combined, respec-
tively. M stands for the number of symbols used in the estimation. We note that the sampling rate
is equal to the signal baud rate in the PAA. �

ϕn and �ϕn represent the n-th estimated OPO and
the estimation error, respectively. N stands for the number of signals to be combined. As shown in
Fig. 2 after �

ϕn is obtained, phase alignment is realized by multiplying the signal bn+1 with e− j�ϕn .
Proper choice of M is vital for balancing the two competing requirements of low complexity and

high estimation accuracy. To find the relation between �ϕn and M, we can begin with estimating
the OPO between two optical signals (S1, S2) represented by

S1 = A1e j (φS+2π�f t+φn ) + n1, S2 = A2e j (φS+2π�f t+φn ) · e jϕ1 + n2, (3)

n1 = I1 + jQ1, n2 = I2 + jQ2. (4)

Here ϕ1 represents the OPO between (S1, S2). φs,n are the modulated signal phase and laser
phase noise, respectively. Narrow linewidth lasers are used to minimize the effects of laser phase
noise so it is assumed to be the same for the corresponding symbols in (S1, S2). �f represents
the laser frequency offset (LFO). n1 and n2 represent the ASE noise following complex Gaussian
distribution. We note that they are independent random variables because they are generated by
two different optical amplifiers. The real and imaginary parts (Ii and Qi) of the ASE noise are thus
independent identically distributed (i.i.d) random variables following Gauss distribution N(0, σ 2

i ).
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Fig. 3. The distribution of Csum in a complex plane.

The variance σi
2 is related to the electrical and optical signal to noise ratio (SNRi and OSNRi ) by the

following equation [18]

A2
i

2σ 2
i

= SNR = OSNR × γ . (5)

Here γ is a calibration factor related to the signal bandwidth and modulation format. Substituting
Eq. (3) into Eq. (1) we can obtain

Csum =
M∑

S2 · S1 =
M∑(

A2e j (φS+2π�f t+φn ) · e jϕ1 + n2

) (
A1e− j (φS+2π�f t+φn ) + n1

)

=
M∑(

A1A2 · e jϕ1 + A2n1 + A1n2 + n1n2
)
. (6)

The last three items in the brackets represent the noise impact which incurs �ϕn. We note that
the pure phase factors in the noise items are neglected because they change neither the magnitude
nor the statistical distribution of the noise. The real and imaginary parts of Csum can be written as

Isum =
M∑

(A1A2 cos ϕ1 + A2I1 + A1I2 + I1I2 + Q1Q2), (7)

Qsum =
M∑

(A1A2 sin ϕ1 − A2Q1 + A1Q2 − I2Q1 + I1Q2). (8)

Their means and variances are as follows

E [Isum] = MA1A2 cos ϕ1, E [Qsum] = MA1A2 sin ϕ1, (9)

D [Isum] = D [Qsum] = M
(
A2

1σ
2
2 + A2

2σ
2
1 + 2σ 2

1 σ 2
2

)
. (10)

Fig. 3 depicts the statistical distribution of the complex random variable Csum on a complex plane.
When noise is not present, Csum = MA1A2 · e jϕ1 is located at the point P(x0, y0), where x0 = E [Isum] and
y0 = E [Qsum]. The distance between P and the origin O is equal to MA1A2. The angle between OP
and the x axis is equal to the OPO (ϕ1). While when noise is present, Csum drifts to a random
point R(Isum, Qsum ). The angle between OP and OR represents the OPO estimation error �ϕ1.
The distance between R and P (the line OP) is denoted by �l (�s). Let’s assume that MA1A2

is sufficiently large that MA1A2 � �l > �s. In this case �ϕ1 is very small and thus �ϕ1 can be
estimated by

�ϕ1 ≈ tan �ϕ1 ≈ �s
MA1A2

. (11)
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The root mean square (RMS) of �s and �l are related by the following equation

�srms =
√√√√
∫ ∞

0

(∫ �l

0
�s2

d�s
�l

)
P�l d�l =

√
1
3

∫ ∞

0
�l 2P�l d�l = �l rms

√
3

. (12)

The RMS of �l is equal to

�l rms =
√〈

(Isum − x0)2 + (Qsum − y0)2
〉
=
√〈

(Isum − E [Isum])2
〉
+
〈
(Qsum − E [Qsum])2

〉

=
√

D (Isum ) + D (Qsum ). (13)

According to Eqs. (11–13), the RMS of �ϕ1, i.e., the root mean square error (RMSE), is
approximately equal to

�ϕrms
1 ≈ μ

�srms

MA1A2
= μ

√√√√2
(

σ 2
1

A2
1

+ σ 2
2

A2
2

+ 2 σ 2
1

A2
1

σ 2
2

A2
2

)

3M
. (14)

Here μ is a calibration factor related to the profile of the filters used in the receiver. When
estimation error is present, the amplitude of the signal obtained after coherent combining (denoted
by U2) is given by

AU2 = ∣∣A1 + A2e j�ϕ1
∣∣ = A1

∣∣1 + k2,1e j�ϕ1
∣∣ . (15)

Here k2,1 = A2/A1. The total noise power appearing in U2 is equal to

σ 2
U2

= 2
(
σ 2

1 + σ 2
2

)
. (16)

According to Eqs. (5, 15, 16), the actual SNR and equivalent input OSNR after DCC has the
following form

SNRU2 = A2
U2

σ 2
U2

= A2
1

∣∣1 + k2,1e j�ϕ1
∣∣2

2
(
σ 2

1 + σ 2
2

) = γ OSNRU2 . (17)

Thus the combining loss (CL) is given by

�OSNRU2 =
∣∣∣∣
1 + k2,1e j�ϕ1

1 + k2,1

∣∣∣∣
2

≈
∣∣∣∣
1 + k2,1 (1 + j�ϕ1)

1 + k2,1

∣∣∣∣
2

=
(

1
1 + k2,1

)2 [
(1 + k2,1)2 + (k2,1�ϕ1)2

]
. (18)

Eq. (18) shows that CL is a function of a random variable �ϕ1. Let’s assume that P�ϕ1 is the
probability distribution function of �ϕ1. The averaged CL is given by

〈
�OSNRU2

〉 ≈
(

1
1 + k2,1

)2 ∫ +∞

−∞

[
(1 + k2,1)2 + (k2,1�ϕ1)2

]
P�ϕ1d�ϕ1

=
(

1
1 + k2,1

)2 [
(1 + k2,1)2 + k2,1

2
∫ +∞

−∞
�ϕ1

2P�ϕ1d�ϕ1

]

=
(

1
1 + k2,1

)2 [
(1 + k2,1)2 + (k2,1�ϕ1

rms)2] ≈
∣∣∣∣∣
1 + k2,1e j�ϕrms

1

1 + k2,1

∣∣∣∣∣ . (19)

In summary, with Eqs. (14) and (19) we can predict the OPO estimation RMSE and the average
CL according to the value of M.
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For the (n − 1)-th DCC, the analytical expression of the OPO estimation RMSE �ϕrms
n−1 can be

deduced by using the above method recursively. After some straight-forward but tedious algebra
the expression of �ϕrms

n−1 is found to be

�ϕrms
n−1 = μ

√√√√√√√2
3

σ2
1

A2
1

+∑n−1
i=1 k2

i,1

σ2
i

A2
i∣∣∣∣1+∑n−1

i=1 ki,1e j�ϕrms
i

′ ∣∣∣∣
2 + σ 2

n

A2
n

+ 2 σ 2
n

A2
n

σ2
1

A2
1

+∑n−1
i=1 k2

i,1

σ2
i

A2
i∣∣∣∣1+∑n−1

i=1 ki,1e j�ϕrms
i

′ ∣∣∣∣
2

M
.(2 ≤ n ≤ N ) (20)

Here ki,1 and �ϕrms′
i are defined as

ki,1 =
{

0 (i = 1)
Ai
A1

(2 ≤ i ≤ N − 1)
, (21)

�ϕrms′
i = �ϕrms

i +
i∑

j=1

α j . (1 ≤ i ≤ N − 1) (22)

In Eq. (22)
∑

α j represents the angle between vector Uj and the x axis, α j represents the angle
between vector Uj and vector Uj−1. AU j represents the amplitude given by the following equations.

α j =
⎧
⎨

⎩

0 ( j = 1)

arctan
(

A j sin �ϕrms
j−1

AUj−1
+A j cos �ϕrms

j−1

)
(2 ≤ j ≤ N − 1)

, (23)

AUj =

⎧
⎪⎨

⎪⎩

A1 ( j = 1)∣∣∣∣∣A1 +
j∑

i=2
Aie j�ϕrms′

i−1

∣∣∣∣∣ (2 ≤ j ≤ N )
. (24)

By using Eq. (18–19) recursively the averaged CL of the DCC of N branches of signals can be
expressed by

〈
�OSNRUN

〉 =
∣∣∣∣∣
1 +∑N

i=2 ki,1e j�ϕrms′
i−1

1 +∑N
i=2 ki,1

∣∣∣∣∣

2

.(N ≥ 2) (25)

3. Numerical Simulations
The setup of the numerical simulation system is shown in Fig. 1. The optical signal is 10 Gbps NRZ-
BPSK signal. A random OPO between −π and π is introduced in each version of optical signals
to be combined by the optical delay lines. Due to atmospheric turbulence, the power received by
different apertures spaced apart by a distance larger than the atmosphere phase correlation length
can include more than 30 dB fades [9]. For this reason, the OSNR values of the input signals
are varied by more than 33 dB via ASE noise loading before the receiver. The lower limit of the
OSNR variation range is as low as −20 dB. This OSNR regime is often not interesting for normal
DCRs used in optical fiber communication systems, but is of particular interest for the DCC based
DCRs [9]. In each branch, a fourth order Gauss optical band-pass filter (OBPF) with 20 GHz 3-dB
bandwidth is used before the DCR to mitigate the out-of-band ASE noise. In the DCR a fourth order
Gauss low pass filter with 10 GHz 3-dB bandwidth is used extracted the electrical signal after the
photodiode. In the simulation μ is set to be 1.2. The LO power is set to be equal to 10 dBm to
overcome the receiver background noise. The laser frequency offset (LFO) and laser linewidth are
equal to 500 MHz and 10 kHz, respectively.

To validate the analytical expressions presented, we first investigate the cases when N = 2 and
the prescribed CL is set to be equal to 0.1 and 0.5 dB, respectively. Fig. 4(a) shows the variations
of the allowable OPO estimation RMSE (�ϕrms

1 ) for CL = 0.1 dB obtained by Eq. (25) as a function
of the OSNR values (in dB) of the two input signals to be combined. As we can see, the contour
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Fig. 4. The variations of the allowable �ϕrms
1 (a) and corresponding M (b) for CL = 0.1 dB obtained

by analytical expressions as a function of the OSNR values of the two input signals to be combined.
(c) shows the real �ϕrms

1 obtained by Monte Carlo simulations when M is set to be the corresponding
values given in (b). (d) shows the difference between (a) and (c). (e) shows the real CL obtained by
Monte Carlo simulations when M is set to be the corresponding values given in (b). (f) shows the
difference between the real CL and the prescribed CL (0.1 dB).

lines are parallel to the line represented by y = x + b, where b stands for the difference between
x and y. This is because, as can be seen from Eq. (25), for a given averaged CL (〈�OSNRU2〉),
�ϕrms

1 is only determined by k2,1 = A2/A1 which actually stands for the OSNR difference (in dB)
between the two signals. Fig. 4(b) shows the variations of M obtained by Eq. (20) for CL = 0.1 dB
as a function of the OSNR values. As we can see, the contour lines are approximately parallel
to the line represented by y = −x + c, where c stands for the sum of x and y. It proves that M
is determined by the overall quality of the two input signals to be phase aligned. In the upper
right corner both OSNR values are very high, and thus M is as low as 1, while in the lower left
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Fig. 5. The variations of the allowable �ϕrms
1 (a) and corresponding M (b) for CL = 0.5 dB obtained

by analytical expressions as a function of the OSNR values of the two input signals to be combined.
(c) shows the real CL obtained by Monte Carlo simulations when M is set to be the corresponding
values given in (b). (d) shows the difference between the real CL and the prescribed CL(0.5 dB).

corner both OSNR values are very low, and thus M is as high as 5000. It is noteworthy that the
maximum number of symbols that can be used for the estimation must have a total duration less
than the atmospheric coherence time and laser coherence time [21]. The former is a function of
the particular atmospherics and is on the order of ∼1 to 10 ms. The latter is ∼100 μs for a 10 kHz
linewidth. In the simulations M is not larger than 11000 and the duration of 11000 symbols for the
10 Gbps NRZ-BPSK signal is 1.1 μs. It is much smaller than the coherence times, and thus the
simulation results are valid considering these practical limitations.

Fig. 4(c) shows the real �ϕrms
1 obtained by Monte Carlo simulations when M is set to be the

corresponding values given in Fig. 4(b). To obtain the real �ϕrms
1 , 500 times of Monte Carlo

simulations are carried out for each data point under random ASE noise pattern. As we can see, the
contour lines are also approximately parallel to the line y = x + b as in Fig. 4(a). Fig. 4(d) shows the
difference between Fig. 4(a) and 4(c). As we can see, the deviation is lower than 5 degree in most
areas except the upper left and lower right corners where �ϕrms

1 is larger than 40 degrees. This
is because the assumption that MA1A2 � �l > �s is not valid when �ϕrms

1 is too large. However,
in these two corners, the OSNR difference between the two signals to be combined is very large
(about 20 dB). In this case, EGC will result in a negative net OSNR gain (introducing more noise)
and should not be conducted [20], and thus the two corners are not of interest for the EGC based
DCC. As regard to the upper right corner, the relatively large deviation is due to the rounding up
error which is not neglectable when M obtained by Eq. (20) is not a integer and as small as 1
(see Fig. 4(b)). However, because of the rounding up operation, M is always larger than the value
required, thus still guaranteeing that the real CL is lower than the prescribe CL.
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Fig. 6. (a) The variations of the CL as a function of M when N = 4. For case 1, 2 and 3 the OSNRs
of the four signals to be combined are [−4 −5 −6 −7] dB, [1 −4 −5 −9] dB and [0 −4 −9 −10] dB,
respectively. (b) The difference between the analytical and numerical results.

Fig. 4(e) shows the real CL obtained by Monte Carlo simulations when M is set to be the
corresponding values given in Fig. 4(b). As we can see, the real CL is close to 0.1 dB in most
areas. The deviation of the real CL from the prescribe CL of 0.1 dB is shown in Fig. 4(f). In most
areas the deviation is smaller than 0.03 dB except the upper right corner due to the rounding up
error. However, as we can see from Fig. 4(e), in this corner the real CL is actually smaller than the
prescribed value (0.1 dB), thus can still satisfy the requirement.

Fig. 5(a) and (b) show the variations of the allowable �ϕrms
1 and corresponding M for CL =

0.5 dB obtained by Eq. (20) and (25) as a function of the OSNR values of the two input signals to
be combined. The contour lines in the two figures have similar characteristics as those in Fig. 4(a)
and (b). But as the prescribed CL is larger, the allowable �ϕrms

1 is also larger. For example, for the
given OSNR difference of 8 dB (represented by the red dashed lines), the allowable �ϕrms

1 is 19
and 43 degrees in Fig. 4(a) and Fig. 5(a), respectively. As the required �ϕrms

1 is larger, M required
for CL = 0.5 dB is greatly reduced compared with the case when CL = 0.1 dB. For example, the
upper limit appearing in the lower left corner of Fig. 4(b) is as large as 5000, while it is only 1000
in Fig. 5(b). Fig. 5(c) shows the real CL obtained by Monte Carlo simulations when M is set to be
the corresponding values given in Fig. 5(b). As can be seen, the real CL is close to 0.5 dB in most
areas. The deviation of the real CL from the prescribe value is shown in Fig. 5(d). In most areas
the deviation is smaller than 0.1 dB except the upper left, lower right and upper right corners. The
overall deviation is larger than those shown in Fig. 4(f) because �ϕrms

1 required for CL = 0.5 dB
is larger than that required for CL = 0.1 dB. We note that, as explained above, the upper left and
lower right corners are not of interest for the EGC based DCC because EGC will introduce more
noise when the OSNR difference between the two signals is about 20 dB. In the upper right corner,
the rounding up operation leads to the relatively large deviation as M is very small in the area, but
it can still guarantee CL below the prescribed CL as shown in Fig. 5(a).

Fig. 6(a) shows the variations of the CL as a function of M when N = 4. The OSNR values of
the four signals to be combined are randomly selected from a large range. The investigated cases
include [−4 −5 −6 −7] dB, [1 −4 −5 −9] dB and [0 −4 −9 −10] dB (hereafter referred to as
case 1, 2 and 3, respectively). Both analytical and numerical results are presented in Fig. 6(a) for
comparison. Noting that EGC is performed from signals with higher OSNRs to signals with lower
OSNRs provided that the net gain after EGC is positive. Here the variation range of M is chosen
to guarantee CL adjustment from 0.1 to 0.5 dB. In the numerical simulation the averaged CL is
obtained from 300 times of Monte Carlo simulations with different ASE noise patterns. As we can
see, the averaged CL decreases with increasing M. Thus, selecting a proper M value can satisfy
different prescribed CL and computation complexity requirements. For example, for case 1, the
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computation complexity can be reduced by about 80% when the allowable CL is relaxed from 0.1
to 0.5 dB. As we can see, the analytical and numerical results agree very well for all of the cases.
The difference between the real CL and prescribe CL is shown in Fig. 6(b). The maximal error
is lower than 0.05 dB. Furthermore, as we can see, the error is even lower (lower than 0.02 dB)
at the tails of the curves where the prescribed CL is reduced to 0.1 dB (see Fig. 6(a)). This is
because when CL is smaller, the allowable OPO estimation error is smaller, and thus the analytical
expressions are more accurate.

4. Conclusion
In this paper we investigate the relationship between the computation complexity of the PAA, the
OPO estimation error and the combining loss for the EGC based DCC technique. Analytical expres-
sions are deduced to provide a simple procedure that gives the optimum value for M depending on
the input OSNR and prescribed combining loss. The analytical results are validated by extensive
numerical simulations. This work can provide useful guidelines for low computation complexity
phase alignment in the EGC based FSOC system providing exceptionally high sensitivity.
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