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Abstract: We demonstrate a reflectivity and depth imaging Lidar system based on a novel
photon arrival time measurement method. In this method, the arrival time of photons in
a scanning position is continuously measured with a common starting point. The number
of laser pulses is counted by a specially designed field programmable gate array (FPGA)
control module as the coarse time of arrival photon. Time interval between arrival photon
and the nearest coming laser pulse is measured by a time-correlated single-photon counting
(TCSPC) module as the fine time of arrival photon. Using the system, not only the single-
photon counting imaging can be realized, but also the first photon imaging, the first two
photons imaging, etc. can be realized. A photon statistical model based on the doubly
stochastic Poisson point processes, a time-gated filtering algorithm, and the reflectivity
algorithm based on maximum likelihood estimation are derived. High-sensitivity reflectivity
and depth imaging with a resolution of 512 × 512 pixels are achieved. The experimental
results show that the horizontal spatial resolution is 2 mm, the vertical depth resolution is
5.375 cm, and the average number of photons per pixel is less than 1.3 photons.

Index Terms: Lidar, First photon imaging, TCSPC, Reflectivity and depth imaging.

1. Introduction
Single-photon counting Lidar has become a research hotspot for a number of remote sensing
applications in recent years [1], [2]. The single-photon counting Lidar comprised a high repetition
rate pulsed laser and a single-photon detector [3]–[5]. The reflection intensity and depth of the
surface of the long-distance object can be recovered by counting the number of photons in the laser
echo signals and measuring time-of-flight (TOF) of the photons [6]. In contrast to analogue optical
detector, the timing resolution of single-photon detector is not limited by the duration or rise time
of voltage pulse but is determined by the timing jitter of single-photon pulse. Therefore, the single-
photon counting Lidar has a higher depth resolution. In addition, due to the use of high sensitivity
single photon detectors, remote detection can be achieved with a low-power semiconductor laser.
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A Lidar based on a combination of a single-photon detector and a low power semiconductor laser
can satisfy the detection of long-range objects in the atmospheric environment [7], [8] and airborne
remote sensing [9] with strict limits on weight, size and volume.

Time-correlated single-photon counting (TCSPC) [10]–[13] is a statistical sampling technique
applied to detect extremely weak signals. When a photon is detected, the time interval between the
single-photon pulse and the laser sync pulse is measured, and a “1” is added in a memory location
with an address proportional to the period of the laser sync pulse. After enough measurements, the
waveform of light intensity can be constructed using the photon counting histogram in the memory.
Poisson noise can be effectively reduced by multiple measurements, so TCSPC technique has
higher sensitivity than other photon counting techniques such as gate counting [14] and multi-
channel scanning [15], and has been widely used in fluorescence lifetime imaging microscope with
picosecond time resolution [16], [17]. To achieve longer range detection, more and more literature
reports on the use of TCSPC technique to record TOF of photons and echo pulses in Lidar system
[18]–[20]. In 2013, A. McCarthy et al. built a Lidar system using a pulsed laser, a gated InGaAs/InP
single-photon detector and a TCSPC module. Working at a safe power of the human eye, the
depth of the object is obtained by the cross-correlation between the photon impulse response
and the photon histogram, and the reflectivity of the object is obtained by the maximum likelihood
estimation. The system achieved depth imaging with a resolution of centimeter level [21]. In 2017,
A. M. Pawlikowska et al. proposed a high-resolution 3D imaging system using a pulsed laser
with a wavelength of 1550 nm and an InGaAs/InP single-photon detector. The system uses TOF-
TCSPC technique and Alternating Direction Method of Multipliers (ADMM) based Total Variation
(TV) algorithm to achieve depth imaging of objects in the range of 800 m to 10.5 km [22]. In 2018, Y.
Kang et al. combined a pulsed laser with a TCSPC module to demonstrate a fast long-range photon
counting depth imaging system. The system realizes depth imaging of objects in the distance of
900 meters, and uses a total variation regularization algorithm for the optimal initial value, which
extremely reduces the image processing time of the system [23]. TCSPC uses time-amplitude
converter and analog-to-digital converter (TAC-ADC) or time-to-digital converter (TDC) to measure
time interval with a high accuracy, but the measurement range is limited. Accurate measurement of
long-range TOF of photons require additional assistive techniques [24].

In 2014, A. Kirmani et al. proposed a ‘first-photon imaging’ method. Laser pulses are continuously
transmitted to the pixel unit at the scanning position until the first reflected single-photon is detected,
and then the next scanning position is performed. The intensity of the light at the scanning point is
detected by recording the number of laser pulses that have been emitted. The reflectivity and 3D
structure of objects are recovered by exploited the spatial correlations of the real-world scene [25],
[26]. Although the first-photon imaging is verified to be suitable for extremely weak luminous flux
conditions, the scanning control is more complicated because the measurement time per pixel is
not fixed.

This paper presents a continuous, high-precision method for measuring arrival time of photons
with a common starting point in a scanning position. In this method, the number of laser pulses is
counted by a field programmable gate array (FPGA) control module as the coarse time of arrival
photon. Time interval between arrival photon and the nearest coming laser pulse is measured
by a TCSPC module as the fine time of arrival photon. Using the system, single-photon counting
imaging of the long-range object can be achieved, and the first photon imaging, the first two photons
imaging, etc. can be also realized.

2. System Design and Implementation
2.1 Experimental Hardware

Single-photon reflectivity and depth imaging experiment system is shown in Fig. 1. It mainly in-
cludes a pulsed laser (Anyang laser SC-PRO), a single-photon avalanche diode (SPAD) detector
(EXCELITAS SPCM-AQRH-14-FC32497), a dual-axis galvo (THORLABS GVS002), a TCSPC mod-
ule (Becker & Hickl GmbH SPC-130), a digital-to-analog converter (DAC) module and an FPGA
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Fig. 1. Schematic diagram of single-photon reflectivity and depth imaging experiment system.

control module. The pulse width of the pulsed laser is 100 ps, the spectral range is 400–2400 nm,
and the repetition frequency can be set from 0.1 to 25 MHz. The diameter of laser spot is 2 mm, and
laser spot divergence angle is less than 1 mrad. The diameter of active area of the SPAD detector
is 180 μm, the photon detection efficiency is 70% at 700 nm, the single-photon timing resolution is
350 ps, the wavelength range is 400–1060 nm, and the dark count rate is less than 100 cps. The
TCSPC module has a time resolution of 8 ps, a maximum time bins of 4096.

In order to reduce the interference of stray light and improve the sensitivity of the system, the
system adopts the emission-echo common optical path design based on a polarizing beam splitter
(PBS) cube and a quarter wave plate [27]. As shown in Fig. 1, in the emission optical path, the
laser pulse emitted by the pulsed laser passes through a PBS cube (THORLABS PBS122 with
a wavelength range is 620–1000 nm, transmission efficiency >90%, reflection efficiency >99.5%
and a size is 0.5in), then it is split into a reflected S-line polarized laser pulse and a transmitted
P-line polarized laser pulse. The P-line polarized laser pulse becomes a circularly polarized laser
pulse after passing through the quarter wave plate (CASTECH M5374-1 with a wavelength range
is 400-800 nm). Then the circularly polarized laser pulse is reflected to object through the dual-axis
galvo. In the echo optical path, the circularly polarized laser pulse is reflected by the object at first,
then passes through the dual-axis galvo and the quarter wave plate, and finally becomes a linearly
polarized laser pulse. Because of the linearly polarized light beam passes through a quarter wave
plate twice, it is still a linearly polarized light beam, but the polarization direction changes by 90°
[28]. So the circularly polarized laser pulse is converted into an S-line polarized laser pulse. The
S-line polarized laser pulse does not return to the pulsed laser after passing through the PBS cube.
Instead, it is reflected into a fiber optic coupler and then enter the SPAD detector. After receiving the
echo optical signals, the SPAD detector exports a discrete single-photon pulse sequence, that is,
photon arrival timing signal [29], to the FPGA control module and the start input of TCSPC module,
and each pulse represents a detected photon. The laser pulse sync signal is input to the FPGA
control module and the stop input of TCSPC module. When a single-photon pulse arrive, number
of laser pulses is counted by the FPGA control module as the coarse time of arrival photon. Time
interval between arrival photon and the nearest coming laser pulse is measured by the TCSPC
module as the fine time of arrival photon. In order to achieve 2D scanning of the object, the pulsed
laser, the dual-axis galvo and the TCSPC module need to be synchronized under the control of the
FPGA control module. Data of the arrival times of photon sequence are output to PC to reconstruct
the reflectivity and depth images of the 3D objects.
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Fig. 2. Timing diagram of FPGA control module.

2.2 Timing of FPGA Control Module

The FPGA control module is designed to control the dual-axis galvo to scan the object, and
synchronously record the coarse times and pixels of arrival photons. The timing diagram of the
FPGA control module is shown in Fig. 2. When the FPGA control module is used for single-photon
counting image, the start measuring signal can be generated by a manual trigger or an external
trigger. Laser pulse sync signal with period of Tlaser is from the pulsed laser. When the falling edge
of the start measuring signal is received, the rising edge of the subsequent first arriving of the laser
pulse sync signal can be detected. When the rising edge of the laser pulse sync signal is detected,
a pixel scan sync signal begins to be generated synchronously by count the laser pulse sync signal.
The time interval Tp i x of adjacent pulses in pixel scan sync signal, controlled by count value of the
laser pulse sync signal, represents the dwell time of scanning one pixel. When the rising edge of the
pixel scan sync signal is detected, the X-axis galvo deflection signal and the Y-axis galvo deflection
signal are synchronously output to dual-axis galvo to let the laser pulses reach the specified scan
pixel. The rising edge of the pixel scan sync signal acts as a common starting point for all arrival
photons in a scanning pixel. When rising edge of the pixel scan sync signal is received, laser pulse
sync signal is counted by the FPGA control module from zero. The moment the rising edge of the
photon arrival timing signal is detected, the count value N (i j)

n at this time is saved as the coarse time
of arrival photon. The time interval t(i j)

n between arrival photon and the nearest coming laser pulse
sync signal is measured by the TCSPC module as the fine time of arrival photon. When the FPGA
control module is used for first photon imaging, the first two photons imaging, etc., the rotation of
the mirrors is controlled by the number of arrival photons per pixel, thereby changing the dwell time
of the laser of each pixel. A threshold is set to prevent the dwell time from being too long. Taking
the first photon imaging as an example, when the number of arrival photons of current pixel is 1 and
the rising edge of the laser pulse sync signal is detected, or when the number of arrival photons
of current pixel is 0 but the dwell time Tp i x is equal to the setting threshold, the pixel scan sync
signal is generated. When the rising edge of the pixel scan sync signal is detected, the X-axis galvo
deflection signal and the Y-axis galvo deflection signal are synchronously output to dual-axis galvo
to let the laser pulses reach the next pixel.

Single-photon counting imaging and the first photon imaging are integrated to achieve a wider
range of applications. Under the extremely weak condition, the first photon imaging can be used
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for efficient imaging, and when the light is relatively strong, single-photon counting imaging can
be used to obtain better imaging results. The FPGA control module is combined with the TCSPC
module to achieve continuous measurement of arrival time of photons. The TCSPC module uses
a ‘reverse start-stop’ configuration and the total number of time bins is Tbi n , so the arrival times of
the photon sequence in pixel (i,j ) are determined as:

T (i ,j)
n =

⎛
⎝N (i ,j)

n +
(
Tbi n − 1 − t(i ,j)n

)

Tbi n

⎞
⎠× Tlaser n = 1, 2, 3, . . . (1)

3. Reconstruction of Reflectivity and Depth Image
3.1 Statistical Model of Detected Photon

The statistical model of photon that detected by the SPAD detector is built based on the doubly
stochastic Poisson point processes. We assume that the intensity of each pulse emitted by the
laser is constant and the number of photons is I. The laser emits a picosecond laser pulse, which
then passes through the emission optical path and atmosphere to the pixel (i, j ) of object surface,
the number of photons that have not been reflected is Ia = Iτaηem , τa is the laser single-pass
transmittance in the atmosphere, ηem is the emission optical path efficiency. When the I a photons
reaches the surface of the object, the probability that mij photons is reflected can be subject to a
binomial distribution:

P (X = mij) = Cmij

I a
(1 − R ij)I a−mij (R ij)mij (2)

Where R ij is the reflectivity of pixel (i,j ). When I a → ∞, the binomial distribution approaches a
Poisson distribution. The Poisson distribution expression is:

lim
I a→∞

Cmij

I a
(1 − R ij)I a−mij (R ij)mij = λij

m ij

m ij !
e−λij (3)

Where λij = I aR ij represents the average number of photons reflected by pixel (i,j ) when it receives
a laser pulse. After the reflected photons pass through the atmosphere, the average number of
photons reaching the dual-axis galvo is λ′

ij = λijτacos θij

π
, θij is the angle between the incident laser and

the normal to the object surface at pixel (i,j ). Assume that the effective optical receiving area is
Ar, the horizontal distance between the object and the dual-axis galvo is d0, so the solid angle of
the area to the object is �r = A r

d2
0
. After the reflected photons reach the single-photon detector, the

photoelectrons are generated with the probability of the quantum efficiency η. The probability that
the detector outputs n ij single-photon pulses can be expressed as Poisson process:

P (X = n ij) = L nij

ij

n ij !
e−L ij (4)

L ij = ηλ′
ijηec�r

= ηI τ2
a R ij cos θijArηemηec

πd2
0

= IRijcosθij

d2
0

× τ2
a Arηηemηec

π

= CIRijcosθij

d2
0

(5)

Where L ij is the average number of pulses that output by the detector of pixel (i,j ) when it receives

a laser pulse, C = τ2
a A rηηem ηec

π
represents a constant. According to the principle of TCSPC technique,

if a laser pulse reflects two or more photons, the TCSPC only records the first detected photon in
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the laser pulse. That is, for one laser pulse, only two cases in which a photon is detected and no
photons are detected can be distinguished. When a laser pulse arrives, according to formula (4),
the probability that no photons are detected in pixel (i,j ) is:

P (X = 0) = L nij

ij

n ij !
e−L ij

= e−L ij

= e
−
(

CI R ij cosθij

d2
0

)

(6)

The system emits N laser pulses for each pixel is assumed. The probability that kij photons are
detected in pixel (i,j ) is:

P (X = kij) = Ckij

N

(
1 − e

−
(

CI R ijcosθij

d2
0

))kij(
e
−
(

CI R ijcosθij

d2
0

))N −kij

(7)

Similarly, when N → ∞, the binomial distribution approaches Poisson distribution:

lim
N →∞

Ckij

N

(
1 − e

−
(

CI R ijcosθij

d2
0

))kij(
e
−
(

CI R ijcosθij

d2
0

))N −kij

= Wij
kij

kij !
e−Wij (8)

according to formula (8):

Wij = N

(
1 − e

−
(

CI R ij cos θij

d2
0

))
(9)

From the formula (8) deduced above, it can be seen that the number of photons detected per pixel
obeys the Poisson distribution with parameter Wij . Therefore, the Poisson distribution parameter
Wij can be estimated by detecting the number of photons, and then the pixel reflectivity R ij is
obtained.

3.2 Time-Gated Filter

The pulse single output from SPAD detector includes not only single-photon pulses caused by the
reflected photons from the object, but also the noise pulses caused by background photons and
dark count of detector, therefore not all data of arrival times are used to estimate reflectivity and
depth. In order to reduce the influence of dark count of the detector and most of background noise
on reflectivity and depth imaging, we have adopted a time-gated filtering algorithm [30]. Different
time thresholds are set depending on the pixels that the photons arrival. Photons whose TOF (the
fine time of arrival photon in our system) is not within the setting threshold are determined as noise
photons. The dual-axis galvo used in our system has an input analog position signal range of ±10 V
and three kinds of input mechanical position signal scale factors of 0.5 V/°, 0.8 V/° and 1 V/°. Take
the input analog position signal voltage of ±2.5 V and the input mechanical position signal scale
factor of 0.5 V/° as an example: the maximum mechanical scan angle is θM = ±5◦, the maximum
optical scan angle is θo = ±10◦ and the field of view (FOV) of receiver is θFO V = 10◦. Assuming
that the position of the 2D plane center of the scene where the objects are located is (0, 0). The
resolution of reconstruct image is r1 × r2 pixels, and light speed is c. The photon reaches the center
position of pixel (i,j ) as (p x , p y ):

⎧⎨
⎩

py = d0tan10◦
r1/2 × ( r1

2 − i + 1
2

)

px = d0tan10◦
r2/2 × (

j − r2
2 − 1

2

) (10)
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The time threshold �tij at the pixel (i,j ) is:

�tij = 2

√
p 2

x + p 2
y + d2

0

c
(11)

3.3 Estimation Algorithm of Reflectivity and Depth

The maximum likelihood estimation method is used to estimate the parameter Wij in formula (8),
and then the estimation value of reflectivity of a pixel can be obtained according to formula (9).
Take one pixel as an example, and regardless of the angle θij between the incident laser and the
normal to the object surface at pixel (i,j ), the specific steps are as follows: (1) The scan time [0, Tp i x ]
corresponding to the pixel is divided into n equal parts, each aliquot is T. The number of photons X1,
X2, . . . Xn detected by the pixel in each aliquot T can be regarded as independent random variables
with a same distribution. A set of the measured photon counts x1, x2, . . . xn can be regarded as a
set of observations for random variables X 1, X 2, . . . X n . (2) The number of photons W detected in
T can be estimated by maximum likelihood estimation method:

P (X 1 = x1, X 2 = x2, . . . , X N = xn ) =
n∏

h=1

W xh

xh !
e−W = L (x1, . . . , xn ; W ) (12)

InL(x1, . . . , xn ; W ) =
n∑

h=1

xh ln W − nW − ln

(
n∏

h=1

xh !

)
(13)

Make ∂ ln L (x1,...,xn ;W )
∂W =

∑n
h=1 xh

W − n = 0, the maximum likelihood estimate of the photons’ number
detected in time T can be obtained:

Ŵ= 1
n

n∑
h=1

X h (14)

(3) Because of E (Ŵ) = E ( X 1+X 2+···+X n
n ) = W , so 1

n

∑n
h=1 X h is an unbiased estimator of W, and it’s

estimation error:

� = M SE (Ŵ)
W 2

= D (Ŵ)
W 2

= 1
nW

(15)

(4) In summary, the maximum likelihood estimation of Wij for pixel (i,j ) is the mean of the number
of photons detected over multiple equal time T. So the maximum likelihood estimate of the reflectivity
of the pixel (i,j ) is:

R ij = [ln(N ) − ln(N − Wij)]d2
0

CI
(16)

The photon measured by the TCSPC module is not the first photon of the emitted laser pulse,
but the first detected photon by the detector. In addition, due to the time jitter of the dual-axis galvo,
photon arrival timing signal and TCSPSC module, the fine time of the arrival photon in a pixel is
floating. Depth estimation mainly uses centroid algorithm (CA) [29], Gaussian fitting (GF) [31], [32],
exponential broadening Gaussian fitting (EBGF) [33] and so on. The number of photons detected
per pixel is very small due to imaging in extremely weak environments. Experiments have shown
that the CA expressed by formula (17) can achieve better results. y ijt(i ,j)n

is the total number of photons

from pixel (i,j ) with the time bins of fine time t(i ,j)n . Tbi n is total number of time bins of the TCSPC
module, The estimated value of fine time of arrival photons from pixel (i,j ) can be expressed:

Tij =
∑Tbin

t(i ,j)n =0
t(i ,j)n y ijt(i ,j)n∑Tbin

t(i ,j)n =0
y ijt(i ,j)n

(17)
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Fig. 3. The horizontal spatial resolution test. (a) Imaging object of a striped cardboard with a stripe pitch
of 2 mm. (b) Plot of the counts statistics for each pixel with 128 pixels in all.

The depth Dij of pixel (i,j ) is expressed as:

Dij =
(
Tbi n − 1 − Tij

)× Tlaser × c

2Tbi n
(18)

4. Experiments and Discussions
4.1 Reflectivity Imaging Result

A stripe pitch of 2 mm of cardboard shown in Fig. 3(a) is used as an imaging object to measure
the horizontal spatial resolution. When the laser frequency is set to 4 MHz, the resolution of the
reflectivity image is set to 1 × 128 pixels, the scan time is set to 128 s (ie. the dwell time per pixel is
1 s), the Y-axis galvo is stabilized at the voltage zero point, and the X-axis galvo scans the object,
the plot of the counts statistics for each pixel is shown in Fig. 3(b).

The diameter and divergence angle of the laser spot are the main factors that affecting the
horizontal spatial resolution. The imaging distance in our experiment was only 1.5 m, so the effect
of the divergence angle was small. From Fig. 3(b), the horizontal spatial resolution is 2 mm, which
is only limited by the laser spot diameter of 2 mm. In this experiment, Total count value is 3226650,
and when the time-gated filter is added, the effective photon count is 1371332, so SNR of the
experiments is 73.9%.

When the laser frequency is set to 4 MHz, and the scan time is set to 384 s (ie. the dwell time
at each pixel is 1.465 ms). The reflectivity and depth imaging with resolution of 512 × 512 pixels
for the three scenes are shown in Fig. 4. The three scenes are: (1) Select a human head mold
(�15 × 20 × 18 cm in W × H × D when viewed from the front) as a natural scene for a single
object. (2) Choose cardboard of the letters (�15 × 12 cm in W × H) “N”, “C” and “U” as a simple
scene for multiple objects. The longitudinal separation between letters “N” and “C” is 20 cm, and
the longitudinal separation between letters “C” and “U” is 25 cm. (3) Pick a human head mold, small
monster (�15 × 20 × 12.5 cm in W × H × D) and ceramic cup (�9 × 9.5 × 9 cm in W × H × D
without the handle of the cup) as a complex natural scene with multiple objects, and the surface of
the ceramic cup is affixed with the letters “NCU” (�5 × 1.65 cm in W × H) and the school badge
of Nanchang University (the diameter is 5 cm). The longitudinal separation between the head mold
and the small monster is 15 cm, and the longitudinal separation between the small monster and
the ceramic cup is 8 cm.
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Fig. 4. Reflectivity and depth imaging results of different objects. (a) Photograph of a human head mold.
(b) Reflectivity image of the human head mold with a resolution of 512 × 512 pixels. (c) Depth image
of the human head mold with a resolution of 512 × 512 pixels. (d) Photograph of cardboard of the
letters “N”, “C” and “U”. (e) Reflectivity image of the cardboard resolution of 512 × 512 pixels. (f) Depth
image of the cardboard cutouts with a resolution of 512 × 512 pixels. (g) Photograph of a complex
natural scene (h) Reflectivity image of the complex natural scene with a resolution of 512 × 512 pixels.
(i) Depth image of the complex natural scene with a resolution of 512 × 512 pixels. Note: The unit of
the color bar of the depth image is meter.

In Fig. 4(b), (e), (h), the average number of photons per pixel is 1.299, 1.042, and 1.270, re-
spectively. The objects in the scenes of the reflectivity images are identified, and the outline of the
objects are clear. Especially in the Fig. 4(h), the small letters “NCU” attached to the ceramic cup
is identified, and the circular outline of the school badge is clear. Because of the horizontal spatial
resolution is 2 mm, the school badge pattern is too densely packed, and the filling pitch is less than
2 mm, so the system does not recognize the pattern of the school badge.

4.2 Depth Imaging Result

In order to measure the depth resolution of our system, a reflector is used as an object for ranging
experiment. When the laser frequency is set to 4 MHz, the scan time is set to 1 minute, and the
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Fig. 5. Plot of depth resolution of ranging overlaid with fitted curve.

Fig. 6. The depth imaging results using different estimation algorithms. (a) Depth images of 128 × 128
pixels reconstructed by GF. (b) Depth images of 128 × 128 pixels reconstructed by EBGF. (c) Depth
images of 128 × 128 pixels reconstructed by CA. Note: The unit of the color bar of the depth image is
meter.

dual-axis galvo is fixed at an angle, the plot of depth resolution of ranging overlaid with fitted curve
is shown in Fig. 5. The full width at half-maximum (FWHM) of the curve is 358.3 ps, that is to say,
the corresponding depth resolution of the system is calculated to be 5.375 cm. So the FWHM is
bigger than laser pulse width of 100 ps is due to total time jitter of the system. If the time jitter of the
dual-axis galvo is �tgalvo, the time jitter of the TCPSC module is �tTCSPC and the time jitter of the
detector is �tSPAD, the total time jitter of the system is:

�T =
√

�t2galvo + �t2TCSPC + �t2SPA D (19)

As shown in Fig. 4(c), (f), (i), the depth images constructed by CA can accurately recovers the
3D structure of the objects in the scene. Since the depth differences among the mouth, cheek and
eyes are less than 1 cm, it is impossible to distinguish them in the depth image according to the
depth resolution measured above. The depth imaging results with different estimation methods are
shown in Fig. 6. The depth estimation of three pixels respectively located at forehead, cheeks and
mouth using the three different algorithms are shown in Fig. 7. When there are many photons in a
pixel, the depth calculated by GF and EBGF is very close. We can see better depth imaging results

Vol. 11, No. 6, December 2019 6901914



IEEE Photonics Journal Single-Photon Reflectivity and Depth Imaging

Fig. 7. The depth estimation of three different pixels using the three different algorithms. (a) Pixel located
at forehead (b) Pixel located at cheeks. (c) Pixel located at mouth. Discrete points represent counting
statistics of the fine time of arrival photons in our system. The three vertical dashed lines represent
the estimated values by GF, EBGF, and CA, respectively. The two curves are fitted by GF and EBGF,
respectively.

Fig. 8. The reflectivity and depth imaging results with different scan time. (a) Reflectivity imaging with
scan time of 384s. (b) Reflectivity imaging with scan time of 768s. (c) Reflectivity imaging with scan
time of 1152s. (d) Reflectivity imaging with scan time of 1536s. (e) Depth imaging with scan time of
384s. (f) Depth imaging with scan time of 768s. (g) Depth imaging with scan time of 1152s. (h) Depth
imaging with scan time of 1536s. Note: The unit of the color bar of the depth image is meter.

and clearer outline obtained by GF and EBGF in Fig. 6. However, in other experimental results,
it was found that when imaging time is very short or imaging is performed in an extremely weak
lighting environment, the average number of photons detected by each pixel are extremely small
(ie.1∼5), the depth image constructed by GF and EBGF are poor or even failed, and the better
results can be obtained by CA.

4.3 Scan Time Versus Imaging Quality

When the laser frequency is set to 4 MHz and the imaging resolution is set to 512 × 512 pixels,
reflectivity and depth imaging experiments were performed on the human head mold in different
scan times, as shown in Fig. 8. The average photon number of each pixel of the Fig. 8(a), (b), (c),
and (d) is 1.299, 2.590, 3.883, and 5.181, respectively. In reflectivity images, the facial features
of the human head mold are more and more clear, and the phenomenon of specular highlights
of the reflectivity images become more and more obvious. The depth information of the depth
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images of the human head mold becomes more and more detailed. By increasing scan time, the
reconstruction quality of reflectivity and depth images can be effectively improved. We analyze it
according to formula (15), the more photons detected, the higher the estimation accuracy, and the
less the influence of Poisson noise.

4.4 First Photon Imaging Results

According to equation (8), the photons received by the detector in a pixel (i,j ) is a Poisson process
with parameter Wij . The probability distribution of kij photons detected during time t in a pixel (i,j )
can be expressed as:

P (kij, t) = (Wij t)
kij

kij !
e−(Wij t) (20)

In our design, the arrival time of photons in a pixel is continuously measured with a common
starting point, that is, the rising edge of the pixel scan sync signal. The arrival time of the first
photon T1 is also a random variable. After pixel scan sync signal arrives, the probability distribution
of no photons detected in [0, t) can be expressed as follows according to equation (20):

P (T1 ≥ t) = P (kij = 0, t) = e−Wij t (21)

Therefore, the probability distribution function of the arrival time of the first photon of pixel (i,j )
can be expressed as:

P (T1 < t) = 1 − P (T1 ≥ t) = 1 − e−Wij t (22)

The time interval Tn between the (n − 1)-th photon and the n-th photon is also a random variable.
The probability distribution function of Tn can be expressed as:

P (Tn < t) = 1 − P (Tn ≥ t) = 1 − e−Wij t (23)

whereP (Tn ≥ t)means the probability distribution function of no photon detected in [tn−1, tn−1 + t).
By deriving equation (23), the probability density function of time interval of Tn can be written as:

fTn = Wije−Wij t (24)

Equation (24) is an exponential distribution expression and the maximum likelihood estimation of
Wij is:

Wij= n
t1 + t2 + t3 + . . . tn

(25)

Where n represents the number of photons received by the detector in a pixel (i,j ), and t1 + t2 + t3 +
. . . tn represents the sum of n number of time intervals of arrival photon. In our experiment system,
laser pulses are continuously emitted to one pixel of the imaging object, and then all the photon
arrival times reflected by the pixel are measured with a common starting point, that is the rising
edge of the pixel scan sync signal. Therefore, according to equation (1), t1 + t2 + t3 + . . . tn = T (i ,j)

n ,
so formula (25) can be rewritten as:

Wij= n

T (i ,j)
n

n = 1, 2, 3 . . . (26)

And then the reflectivity of the pixel (i,j ) can be calculated by equation (16). That is to say, the
reflectivity of each pixel is estimated by using the arrival time of the first photon of this pixel, thereby
achieving first photon imaging. The arrival time of the first photon T (i j)

1 composed of coarse time
N (i j)

1 and fine time t(i j)
1 . N (i j)

1 is count value of laser pulse sync signal before receiving the first photon.
In ‘first-photon imaging’ method first proposed by A. Kirmani et al. [25], the intensity of the light of
each pixel is detected by recording the number of laser pulses that have been emitted. Because
the fine time is much smaller than the coarse time, it has no effect on the imaging results. So the
first photon imaging using our method is the same as the one proposed by A. Kirmani et al. In
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Fig. 9. The reflectivity and depth imaging results with different number of first photons. (a) Reflectivity
imaging of the first photon. (b) Reflectivity imaging of the first two photons. (c) Reflectivity imaging of
the first three photons. (d) Reflectivity imaging of the first four photons. (e) Depth imaging of the first
photon. (f) Depth imaging of the first two photons. (g) Depth imaging of the first three photons. (h) Depth
imaging of the first four photons. Note: The unit of the color bar of the depth image is meter.

addition, in our method, the reflectivity of each pixel can also be estimated by using the arrival time
of the second or third, etc. photon of this pixel, thereby achieving first two photon imaging, first three
photons imaging, etc.

When the laser frequency is set to 4 MHz, the imaging resolution is set to 512 × 512 pixels,
the laser dwell time threshold is set to 1.465 ms, 2.930 ms, 4.395 ms and 5.860 ms for the first
photon imaging, the first two photons imaging, the first three photon imaging, and the first four
photon imaging respectively. The total scan time are 123.574 s, 218.619 s, 290.070 s and 455.471
s respectively. The images reconstructed according to formulas (22), (16) and (18) are shown in
Fig. 9. Increasing the number of photons can reduce Poisson noise, so the reconstruction quality
of the reflectivity and depth images can be effectively improved.

5. Conclusion
We proposed a continuous, high-precision method for measuring the arrival time of photons with a
common starting point in a scanning position. On this basis, a reflectivity and depth imaging Lidar
system is demonstrated. An FPGA control module is designed to control the dual-axis galvo to scan
the objects, and synchronously record the coarse time of arrival photon and the arrival pixel of the
photons. A TCSPC module is used to measure the fine time of arrival photon. A photon statistical
model based on the doubly stochastic Poisson point processes, a time-gated filtering algorithm,
and the reflectivity algorithm based on maximum likelihood estimation are derived. High-sensitivity
reflectivity and depth imaging with 512 × 512 pixels are achieved. The experimental results show
that the horizontal spatial resolution is 2 mm, the vertical depth resolution is 5.375 cm, and the
average number of photons per pixel is less than 1.3 photons. When the imaging time is very short
or the imaging is performed in a weak environment, the average number of photons detected by
each pixel is extremely small, the depth image constructed by GF and EBGF are poor or even failed,
and the better results can be obtained by CA. Increasing scan time can reduce Poisson noise, so
the reconstruction quality of reflectivity and depth images can be effectively improved. Using the
photon arrival time measurement method proposed in this paper, not only single-photon counting
imaging but also first photon imaging, first two photons imaging, etc. can be realized.
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