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Abstract: Visible light positioning (VLP) has developed rapidly with the ubiquitous lighting
infrastructure in recent years. Based on classic trilateration or triangulation, VLP usually
requires at least three light sources which makes it infeasible in some scenarios where
sparse LED luminaries are mounted. In this paper, we focus on VLP in such scenarios
and propose a VLP method based on a single LED luminaire as the light transmitter and
commercial off-the-shelf smartphone as the receiver. A critical problem that needs to be
addressed is to derive the accurate orientation of the smartphone. Although the inertial
measurement unit of the smartphone can be used to obtain the orientation, the measurement
error severely degrades the positioning accuracy. To address the measurement error, this
paper innovates in exploiting projective geometry to calibrate the orientation measurements.
We build an experimental platform to evaluate the proposed VLP method. The experimental
results show that the proposed VLP method can achieve a submeter accuracy and the
indoor positioning errors are within 0.16 m by 90%.

Index Terms: Visible light positioning, computer vision, inertial measurement unit, image
sensor.

1. Introduction
Indoor localization has been a hot topic for decades for its massive applications, such as indoor
navigation, location based advertisement distribution in supermarkets and shopping malls. For
decades, there have been extensive studies on indoor localization mainly using WiFi, RFID, UWB,
iBeacon, ultrasound technique and so on. Recently, with the popularity of LED luminaires, visible
light positioning (VLP) has shown its promise for its reuse of existing lighting infrastructure and
low deployment and energy cost. VLP can mainly be catalogued into two classes according to
the receiver type, photodiode (PD) based and camera based VLP. The former utilizes Received
Signal Strength (RSS) to infer distance information according to the light channel model and then
uses trilateration for positioning. It generally has the limitations such as unpredictability of transmit
power, customized hardware, and additional smartphone attachments [1], which make the VLP
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Fig. 1. Only a single LED luminaire can be captured by the camera.

system impractical to be deployed. Camera based VLP firstly identifies the LED luminaires in
the captured image and then perform angle-of-arrival (AoA) localization algorithm to determine
the smartphone’s absolute position and orientation. Generally, the working principle of VLP is not
different from classic trilateration or triangulation. Hence, most VLP methods require at least three
LED luminaires as light transmitters.

However, in reality there exist scenarios in which only one LED luminaire can be sensed or
decoded by the receiver. In a sparse scenario, such as in long corridor or tunnel, a serial of LED
luminaires are usually deployed with a long distance interval. In such cases, only one or two LED
luminaires can be sensed or decoded by the receiver (a light sensor or a smartphone camera) and
typical trilateration or triangulation based localization algorithm cannot work any longer. Fig. 1 shows
some example scenarios where only one LED luminaire is captured. Therefore, recently work has
focused on VLP using a single luminaire. However, the existing work mainly depends on dedicated
hardware [2]–[5] or the user’s hand gestures [2], [6]. These limitations bring in big difficulties to
deploy practical VLP systems in the indoor environments in which the users are more willing to
use their own smartphones for localization. To address this problem, we present a VLP method
based on only one commercial off-the-shelf (COTS) LED luminaire as the transmitter and a COTS
smartphone as the receiver. The positioning principle is to integrate the inertial measurements to
obtain the orientation and exploit projection geometric features to address the inertial measurement
error.

2. Related Work
In this section, we review the literature on VLP using three or more LED luminaires and VLP using
only one LED luminaire. The literature on VLP is summarized in Table 1.

2.1 VLP Using Three or More LED Luminaires

In the very beginning, VLP relies on at least three LED luminaires for localization and trilateration or
triangulation is applied for positioning. Receiver Signal Strengh (RSS)-based localization [1] utilizes
the optical channel model and RSS measurements. Firstly, incidence angle and irradiation angle are
derived, localization with triangulation is then carried out by combining the optical channel models
corresponding to more than three LED luminaires. By taking a camera as an angle-of-arrival (AoA)
sensor, Luxapose system [7] captures at least three LED luminaires in a single image frame and
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TABLE 1

Literature Review

then perform AoA based triangulation. To solve the unknown tilting angle of camera, Zhu et al. [8]
propose a VLP method based on angle difference of arrival (ADOA). ADOA does not need the
receiver (camera) to know its tilting angle, and the position estimation is modeled as a three-variate
optimization problem in a finite search region.

2.2 VLP Using Less Than Three LED Luminaires

Recent work has focused on VLP using a single luminaire and the key working principle is to create
transmitter/receiver diversity to achieve trilateration or triangulation. Epsilon system [1] explores how
to perform RSS based localization with the user involvement by using one single LED luminaire.
With the help of the guided hand motion for the user and recorded inertial measurements, more
than three RSS measurements can be collected by moving the light sensor and enable the usage
of classic trilateration. The same design thought is adopted by LIPS system [2] and LiPro system
[6]. Obviously, this method suffers from the high inertial measurement error and requires dedicated
calibration.

Besides changing the location or orientation of the receiver to create diversity, directly designing
a sophisticated light receiver and transmitter can avoid the rotation calibration and achieve more
accurate positioning. In LiPro system [2], a dedicated light receiver deploys three (or more) properly
oriented sensors to collect signal strengths as well as the sensors‘ orientation measurements to
enable trilateration. In [5], the receiver lays out multiple PDs combined with apertures in order to
have angular diversity, implying it can detect the direction from which light is coming by simply
comparing the relative differences in received signal strength values in the different PDs. Hou et al.
[9] use a PD and an image sensor as two light receivers to measure RSS, the image sensor to
measure the incident light azimuth angle, and a magnetic field sensor to measure the receiver
orientation. All data are utilized to perform AoA based localization. In contrast, [3] and [4] transfer
the design complexity to the LED transmitter. In SmartLight system [3], the LED transmitter is
composed of an LED array and a convex lens. Because of the light splitting properties of the
convex lens, the light receiver will capture different light patterns at different locations which makes
localization feasible. Zhang et al. [4] design a circular LED transmitter with a red point marker and
then utilize the projective geometry to compute the receiver‘s orientation and location. All these
VLP methods require to re-design the LED transmitter or receiver.

In order to present a VLP using only one COTS LED luminaire as the transmitter and COTS
smartphone as the receiver, we present a VLP method that integrates the inertial measurements
and exploit geometric features to address the inertial measurement error.
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Fig. 2. Shooting a circular object will yield an ellipse projection on the image.

3. Visible Light Positioning
In an indoor environment, sparse LED luminaires are mounted on the ceiling. For example, in a
long lane, the LED luminaires are deployed in a line with a long distance between neighboring LED
luminaires. In such cases, only one LED luminaire can be captured by the camera held by the user
or only the data transmitted from one LED luminaire can be successfully decoded by the camera.

The basic idea is to achieve single LED luminaire based VLP by combining the projective geom-
etry and internal sensor measurements. While the inertial sensor measurements can be used to
provide orientation information for positioning, they are not accurate enough and need to be cali-
brated. As well known, the projective geometry implies rich orientation information. For example,
when shooting a circular LED luminaire, the higher orientation angle of the camera along the hori-
zontal axis, the flatter the ellipse we can see in the captured image. Although we cannot derive the
orientation directly from the projective geometry, we can exploit the projective geometry to calibrate
the inertial readings.

In the following, we will firstly outline the system overview, then describe how we process the
inertial measurements and the captured image, and finally detail the positioning method followed
by a discussion.

3.1 System Overview
Fig. 3 shows an overview of the proposed indoor VLP system using a single LED luminaire. The
circular LED luminaires are mounted on the ceiling of the target indoor environment. Each LED
luminaire is assigned with a unique ID number which is stored in an ID-location database and
broadcasts its ID number repeatedly by modulated light intensity (the readers may refer to [10]
for a reliable LED-camera communication). The dimensions of the LED luminaire (i.e., the radius)
can either be stored in the database or transmitted by the LED luminaire. A COTS smartphone
works as the receiver. When a user holding a smartphone wants to know his/her location, the
smartphone will capture the LED luminaire and record the inertial readings at the same time. The
smartphone will firstly demodulate the ID information, infers the location of the LED luminaire in
the world coordinate system. Meanwhile, it extracts the ellipse contour of the LED luminaire in the
image and the geometric features. Thirdly, the smartphone records the IMU sensing readings and
calculates the orientation angles at the same time. By utilizing the point projection of the center of
luminaire, the location of the LED luminaire in the camera’s coordinate system is derived. Utilizing
the point projection of the rightmost point, a geometric constraint is imposed on the orientation
angles and angle calibration is carried out to obtain the refined orientation angles. Finally, based
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Fig. 3. System overview.

on the location of the LED luminaire in the camera’s coordinate system and the refined orientation
angles, the location of the LED luminaire in the world coordinate system is finally obtained. In this
paper, we assume the LED-camera communication can always succeed and the communication
failure is not considered in this paper.
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Fig. 4. Errors of Pitch, Roll and Azimuth angles.

3.2 Inertial Measurement

We use the inertial measurement unit (IMU) of the smartphone to obtain its orientation, i.e., pitch,
roll, and azimuth angle which are denoted as α, β, γ, respectively. Fig. 4 shows the measurement
errors of the three angles. Pitch and roll angle can be measured with accuracy of 1.5° while azimuth
angle has the error of up to 15°. The reason of the high error in the azimuth angle is the high noise
in compass sensor. This result conforms with several research work [11]. Therefore, we assume
that the pitch and roll angle readings can be directly used for localization while the azimuth angle
needs to be calibrated during localization. The calibration will be described in the following section.

3.3 Image Processing

We utilize the rolling shutter effect of CMOS camera to enable visible light communication (VLC).
For VLC, we need to set the camera at a sufficiently low exposure time and consequently obtain a
banded image where the bands imply the encoded data. The encoding and decoding procedure is
omitted here. The readers may refer to [10] for detailed description.

As shown in Fig. 2, a common circular LED luminaire is projected into an ellipse in the image
plane. To extract the ellipse, we firstly use Gaussian blur and extract the contour with Sobel operator.
With the obtained scattered points, we use the least squares method to obtain the coefficients of
the elliptic equation as

F (x, y) = s1x2 + s2xy + s3y2 + s4x + s5y + s6 = 0, (1)

where S = [s1, s2, s3, s4, s5, s6]T is the coefficient of the elliptic equation. Using the six coefficients,
we can calculate the geometric parameters of interest including the rotation angle w , the major axis
length 2a, the minor axis length 2b and the center [u0, v0]T . The detailed expressions are shown in
the Appendix.

3.4 Localization

We assume the LED luminaire lies on the plane z = 0 and its world coordinate (the coordinate of
the centre) is O = (0, 0, 0). We need to derive the localization of the camera Pc = [Px , Py , Pz]T . Each
point on the LED luminaire P projects to p by

p = K R (P − Pc), (2)

where K = di ag{f, f, 1} is the camera calibration matrix which is calibrated in advance and f is the
focal length, p = [u, v, 1] is the image coordinate, and R is the rotation matrix as shown in (3),

R = R z(γ)R y (β)R x (α) =

⎡
⎢⎣

cγcβ cγsβsα − sγcα cγsβcα + sγsα

sγcβ sγsβsα + cγcα sγsβcα − cγsα

−sβ cβsα cβcα

⎤
⎥⎦ (3)

where s and c represent sine and cosine (e.g., sα represents sin α).
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Let [X , Y, Z ]T = R (P − Pc), the projection can be re-written as

u = fX /Z (4)

v = fY/Z . (5)

If the dimension of LED luminaire is small enough compared with the distance between the
camera and LED luminaire, we can approximate the perspective projection by weak perspective
projection [12]. That is we can assume that Z for every point P on the LED luminaire is the same.
Also as shown in Fig. 2 under weak perspective projection, the major axis of the ellipse is always
perpendicular to OE [13] and there always exists a diameter which is perpendicular to OE in the
circle. Hence, we can approximate the projection by using a scale factor a/r , where a is the major
axis of the ellipse, r is the diameter of the circular LED luminaire. Specifically, we have approximately

u = a
r

X = fX /Z̄ (6)

v = a
r

Y = fY/Z̄ , (7)

where Z̄ is the average Z for all points on the LED luminaire.
When we substitute O into (6)(7), we denote [X0, Y0, Z 0]T = R (O − Pc) = −RPc and the projected

p0 = [u0, v0] (i.e., the ellipse center). We can easily obtain Z̄ as Z 0 and X0, Y0. Thus, we obtain the
location of the LED luminaire in the camera’s coordinate system, i,e., [X0, Y0, Z0]T . Sequentially,
with the obtained [X0, Y0, Z0]T , we can derive Pc easily by Pc = −R−1[X0, Y0, Z0]T .

However, the IMU measurements are not accurate enough as mentioned above, particularly, the
calibration of azimuth angle is in urgent need. In the next subsection, we’ll describe the calibration
procedure.

3.5 Angle Calibration

Most existing work requires the user to manually calibrate the IMU measurements [6] or customize
a dedicated hardware with multiple sensors [11]. In our paper, we exploit the projective geometry
for angle calibration.

Recall the circular LED luminaire is projected to an ellipse on the image plane. Each point on the
ellipse can be denoted as

[
u − u0

v − v0

]
=

[
cos w − sin w
sin w cos w

]
×

[
a cos θ

b sin θ

]
(8)

=
[

a cos θ cos w − b sin θ sin w
a cos θ sin w + b sin θ cos w

]
(9)

where θ ∈ [0, 2π], w is the rotation angle counterclockwise, a, b are the semi-major and semi-minor
axis respectively and a ≥ b which are obtained as shown in Appendix.

The rightmost point of the ellipse is the point such that a cos θ cos w − b sin θ sin w achieves its
maximum, i.e., u0 + √

a2 cos2 w + b2 sin2 w . In other words, the abscissa of the rightmost point is
u0 + √

a2 cos2 w + b2 sin2 w . Also, from the projection we have

u − u0 = a
r

(X − X 0), (10)

v − v0 = a
r

(Y − Y0). (11)

where [X − X 0, Y − Y0, Z − Z 0]T = R (P − O ) = RP . With a point P = [x, y, 0] on the circular couture
of the LED luminaire, we have

u − u0 = a
r

[(cos γ cos β)x + (cos γ sin β sin α − sin γ cos α)y ] (12)
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TABLE 2

Error Sources

From (12), the abscissa of the rightmost point is

u0 + a
√

cos2 γ cos2 β + (cos γ sin β sin α − sin γ cos α)2 (13)

Therefore, we have the constraint imposed by the projective geometry as follows,

a2 cos2 w + b2 sin2 w
a2

= cos2 γ cos2 β + (cos γ sin β sin α − sin γ cos α)2 (14)

In this way, we can derive γ from the geometric constraint (14).
However, it’s rather difficult to obtain an explicit solution from equation (14) and there might exist

multiple solutions. Fortunately, we already have a measured γ from IMU sensors. Although, it’s
not accurate enough, it is a good bound to search for a proper solution. A proper solution can be
derived by using classic optimization methods such as Newton iteration that minimizes (A − B )2,
where A , B are the left part and right part of equation (14). In this paper, as the search radius is
limited (the measurement error is within 15° with a high probability as shown in Fig. 4(c), we simply
use brute force search to seek a solution with search step 1°.

Moreover, considering practical constraints, we need to check if the constraints are satisfied
during the brute force search. The user usually holds the smartphone with the phone screen facing
himself/herself and the camera should generally face up for shooting the LED luminaire on the
ceiling. These impose two constraints that the normal vector of the front camera after the rotation
should have positive y-component and z-component. Mathematically, let [0, 0, 1]T be the original
normal vector of the front camera, [q1, q2, q3]T = R [0, 0, 1]T be the normal vector after the rotation,
we have two constraints q2 > 0 and q3 > 0.

Finally, we obtain the calibrated angle γ∗ that matches the above constraint. With the obtained
angles, we localize the camera (the user) as Pc = −R−1[X 0, Y0, Z 0]T .

3.6 Discussion

In this subsection, we will firstly discuss the limitations of the proposed VLP method, including the
error sources, limited working range, and the assumption of circular LED luminaire and then we
discuss the potential improvements.

3.6.1 Limitations: Like any practical system, the proposed VLP method has inevitable error. We
deem the localization error mainly comes from the image processing (including the ellipse fitting
and geometric features extraction), the assumption of weak perspective projection and the inertial
measurements of α, β and also the calibration error of γ. The error analysis is summarized in
Table 2, in which the calibration error of γ will be evaluated in Section 4.1.

The working distance is mainly limited by the communication range. As the proposed VLP relies on
the LED-camera communication to convey the ID information of the LED luminaire, the proposed
VLP method can only work within the distance that the camera can successfully decode the ID
information. Thus, the working distance depends on the dimension of LED luminaire, the modulation
scheme, the rolling shutter frequency and so on [10]. Yet, the above working distance constraint is
mandatory for all camera based VLP methods since they all rely on LED-camera communication.
Therefore, if the same LED-camera communication method is adopted, the proposed VLP method
has the same working range with existing VLP methods based on a single luminaire and much
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Fig. 5. System experimental platform.

larger working distance than the VLP method based on more than three luminaires. Thus, we can
conclude that the working range of the proposed VLP method is no less than the state-of-the-art
camera based VLP methods.

In this paper, we assume that the LED luminaire is circular. However, the thought that exploits
projective geometry for angle calibration can be applied for VLP with the LED luminaires of the
other shapes. For example, if the LED luminaire is square, which is also common in an indoor
environment, we can use the projections of vertexes for calibration. The key issue is to determine
the exact projection as there exit multiple vertex projections. Similar with the calibration based on
circular contour, we can also utilize the rotation angles measured by IMU and assume they are
close to the ground truth. Based on this assumption, among all calibrated angels (i.e., γ) associated
with all possible projections, we choose the one closest to the measured one. Finally, we can derive
the localization in the same way with the proposed VLP method using circular luminaire.

3.6.2 Potential Improvement: In this paper, we utilize geometry to calibrate the rotation angles.
However, a standard manual calibration can also be applied before localization. In a manual calibra-
tion [14], [15], a 3D rotation of several 2D rotations are performed to collect magnetic filed data and
use the least squares fitting method to recover the parameters of the ellipsoid and further correct
the raw data.

In this paper we only utilize a single image to calibrate the IMU readings. Using a video, i.e.,
a sequence of images can further improve the calibration performance and more sophisticated
methods such as Kalman filtering (e.g., in [16]) can be applied.

4. Evaluation
In order to evaluate the VLP method presented in this paper, we build an experimental platform in
a laboratory. Fig. 5 shows the system experimental platform in which a circular LED luminaire with
a diameter of 21 cm is mounted on the ceiling of a metal frame. The LED luminaire is supplied with
a rated voltage of 12 V. It transmits its radius information and position coordinate at a frequency
of 3 KHz repeatedly. As for the receiving end, the back faced camera of HUAWEI TRT-AL00A
smartphone is used to decode the LED’s ID and radius information. In this paper, we do not
consider the impact of the LED-camera communication failure.

4.1 Calibration Performance

Before the evaluation of localization performance, we firstly demonstrate the effectiveness of the
proposed geometric projection based calibration approach. In Fig. 6, we shoot the LED luminaire
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Fig. 6. Cumulative Distribution Function (CDF) of the calibration error.

Fig. 7. Localization errors in each grid at the heights of 1 m, 1.5 m, and 2 m.

with the same α and β but from different directions, i.e., with different γ. We fix α = ±30◦ and β = 0◦

as it’s convenient for the user to shoot the LED luminaire on the ceiling. It is demonstrated in Fig. 6
that the calibrated angle error is below 5° by roughly 90%. The angel error after calibration is reduce
to 1.96° on average. Compared with the angle calibration with extensive user involvement, such as
rotating the smartphone 360° [14], [15], the proposed geometric projection constrained calibration
approach can achieve high accuracy in a rather lightweight way.

4.2 Localization Performance

To evaluate the localization accuracy, we conduct experiments at three different heights between
the smartphone and the ceiling (the plane where the LED luminaire is located). As the typical height
of a building is about 2.8 m to 3 m and the camera held by a user is usually at the height of more
than 1 m, we choose three heights in this experiments, i.e., 1 m, 1.5 m, and 2 m. In each height,
we divide the target horizontal plane of size 1.8 m × 1.8 m into grids of size 45 cm × 45 cm and
perform localization in each grid ten times with different orientation angles. The positioning results
in Fig. 7 is the average errors of the ten localization. At the same time, we implement the localization
method by Zhang et al. [4] for comparison and plot the localization results in Fig. 8. Please recall
that [4] adds a red mark on the LED lamp for calculating the smartphone’s orientation angles.

In Fig. 7, it is shown that the proposed positioning method in this paper achieves sub-meter
positioning accuracy. All the positioning errors are below 20 cm and can be down to about 2.9 cm.
Meanwhile, we also find that generally the higher the horizontal distance (thus the higher Euclidean
distance) between the smartphone and the LED luminaire, the higher the positioning error. When
the smartphone is just below the LED luminaire, we obtain the lowest positioning error down to 3-4
cm. This result conforms with our intuitive understanding.

When we compare our method with red marker based VLP [4], Fig. 8 shows that adding a red
marker on the LED luminaire can help achieve sub-meter localization accuracy too. Fig. 9 shows
us more clearly how the two methods perform in terms of Cumulative Distribution Function (CDF)
of the localization errors. The errors achieved by ours are below 16 cm by the percentage of 90%
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Fig. 8. Localization errors of red marker based VLP [4] in each grid.

Fig. 9. CDF of the localization errors.

Fig. 10. Positioning errors with varying horizontal distance. Scattered points denote the measured
results and the lines denote the fitting curves.

and the average error is down to roughly 11.2 cm. The two methods have comparable positioning
performance and ours need not change the appearance of LED luminaires.

Overall, our localization method that exploits the projective geometry to calibrate the rotation
angles can achieve high localization accuracy.
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Fig. 11. CDF of the localization errors at different heights.

4.3 Impact of Distance

We also evaluate our VLP method when performing localization at different distance as shown in
Figs. 10 and 11. In Fig. 10, the scatter points are the average errors in each location and the curve
is the fitting curve by using exponential function which is plotted to show the change trend of the
positioning errors more clearly. As the horizontal distance between the smartphone with the LED
luminaire increases, the positioning error increases from about 5 cm to about 18 cm and remains
sub-meter. This conclusion conforms with that in Fig. 7. Fig. 11 gives the same conclusion that the
CDF of localization error at the height of 1 m is lower than that at the height of 1.5 m and 2 m.
However, the difference is so slight that we can conclude the proposed localization method can
achieve a high accuracy at varying distance.

5. Conclusion
In this paper, we focus on the VLP problem using only one LED luminaire in the indoor envi-
ronments with sparse LED luminaires deployed. To address the missing distance and orientation
information for positioning, we utilize the geometric features of the LED luminaire. Specifically, we
use the dimension of the LED luminaire to obtain the distance information and IMU measurements
for orientation. Moreover, to cope with the high IMU measurement errors, projective geometry is
exploited for measurements calibration. The experimental results demonstrate that the proposed
VLP method is able to achieve state-of-the-art positioning accuracy. In particular, the positioning
errors are below 0.16 m by the percentage of 90%.

Appendix
The parameters of interest can be calculates as follows.

w = 1
2

arctan
s2

s1 − s3
, (15)

where w is the rotational angle of the ellipse. The center of ellipse is shown as

[u0, v0]T =
[−n1

2m1
,

n2

2m2

]T

(16)

where m1 = s1 cos2 w + s2 sin w cos w + s3 sin2 w ,
m2 = s1 sin2 w − s2 sin w cos w + s3 cos2 w ,
n1 = s4 cos w + s5 sin w , n2 = −s4 sin w + s5 cos w .
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The major axis length 2a and the minor axis length 2b are shown as

2a =
√

m2n2
1 + m1n2

2 − 4m1m2s6

4m2
1m2

, (17)

2b =
√

m2n2
1 + m1n2

2 − 4m1m2s6

4m1m2
2

. (18)

References
[1] L. Li, P. Hu, C. Peng, G. Shen, and F. Zhao, “Epsilon: a visible light based positioning system,” in Proc. Usenix Conf.

Netw. Syst. Des. Implement., 2014, pp. 331–343.
[2] B. Xie et al., “Lips: A light intensity–based positioning system for indoor environments,” ACM Trans. Sensor Netw.,

vol. 12, no. 4, 2014, Art. no. 28.
[3] S. Liu and T. He, “Smartlight: Light-weight 3d indoor localization using a single LED lamp,” in Proc.15th

ACM Conf. Embedded Netw. Sensor Syst., Delft, Netherlands, 2017, pp. 11:1–11:14. [Online]. Available:
http://doi.acm.org/10.1145/3131672.3131677

[4] R. Zhang, W. D. Zhong, K. Qian, and S. Zhang, “A single led positioning system based on circle projection,” IEEE
Photon. J., vol. 9, no. 4, Aug. 2017, Art. no. 7905209.

[5] H. Steendam, “A 3-d positioning algorithm for AOA-based VLP with an aperture-based receiver,” IEEE J. Sel. Areas
Commun., vol. 36, no. 1, pp. 23–33, Jan. 2018.

[6] B. Xie, S. Gong, and G. Tan, “LIPRO: Light-based indoor positioning with rotating handheld devices,” Wireless Netw.,
vol. 24, no. 1, pp. 49–59, 2018.

[7] Y. S. Kuo, P. Pannuto, K. J. Hsiao, and P. Dutta, “Luxapose: Indoor Positioning with Mobile Phones and Visible Light,”
Proc. 20th Annu. Int. Conf. Mobile Comput. Netw., 2014, pp. 447–458.

[8] B. Zhu, J. Cheng, J. Yan, J. Wang, and Y. Wang, “VLC positioning using cameras with unknown tilting angles,” in Proc.
IEEE Global Commun. Conf., 2017, pp. 1–6.

[9] Y. Hou, Y. Xue, C. Chen, and S. Xiao, “A RSS/AOA based indoor positioning system with a single led lamp,” in Proc.
Int. Conf. Wireless Commun. Signal Process., 2015, pp. 1–4.

[10] H. Jie, Y. Yang, and J. Luo, “Ceilingcast: Energy efficient and location-bound broadcast through led-camera communi-
cation,” in Proc. IEEE Int. Conf. Comput. Commun., 2016, pp. 1–9.

[11] B. Xie, G. Tan, Y. Liu, M. Lu, K. Chen, and T. He, “Lips: A light intensity based positioning system for indoor environ-
ments,” ACM Trans. Sensor Netw., vol. 12, no. 4, 2016, Art. no. 28.

[12] Z. Zhang, Weak Perspective Projection. Boston, MA, USA: Springer, 2014.
[13] L. F. Li, Z. R. Feng, and Q. K. Peng, “Detection and model analysis of circular feature for robot vision,” in Proc. Int.

Conf. Mach. Learn. Cybern., 2004, pp. 3943–3948.
[14] S. Bonnet, C. Bassompierre, C. Godin, S. Lesecq, and A. Barraud, “Calibration methods for inertial and magnetic

sensors,” Sensors Actuators: A Phys., vol. 156, no. 2, pp. 302–311, 2009.
[15] W. Ilewicz and A. Nawrat, “Direct Method of IMU Calibration,” in Advanced Technologies for Intelligent Systems

of National Border Security, A. Nawrat, K. Simek, and A. Wierniak, Eds., Berlin, Germany: Springer-Verlag, 2013,
pp. 155–171.

[16] J. Kelly and G. S. Sukhatme, “Visual-inertial simultaneous localization, mapping and sensor-to-sensor self-calibration,”
in Proc. IEEE Int. Conf. Comput. Intell. Robot. Autom., 2009, pp. 360–368.

Vol. 11, No. 5, October 2019 7905113



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


