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Abstract: We propose a hybrid computational near-eye light field display based on micro-
lens arrays (MLAs) and structure parameters prioritization method (SPPM) that can render
correct accommodation and expand the depth of field (DOF). The proposed display consists
of two MLAs and two micro-displays. Two sets of depth-sliced images are superimposed to
reconstruct the object’s light field. The system’s ray resolution and the spectra difference
between the proposed light field and the conventional one are discussed. The DOF of the
proposed system is extended without the requiring of high refresh rate display. Furthermore,
SPPM is proposed to extend the spatial frequency of the light field. A prototype is demon-
strated and the experimental result shows that the depth field of the reconstructed images
is significantly increased compared with conventional near-eye light field display based on
single MLA.

Index Terms: Near eye display, augmented/virtual reality, light field display.

1. Introduction
Near-eye displays have attracted extensive attention over the past several decades. The Virtual
Reality (VR) and Augmented Reality (AR) use the near-eye display to show the virtual object float-
ing in front of the eye. People can perceive depth information from the virtual scene though the
size perspective, the motion parallax, the overlap (or Interposition), the shading and the accommo-
dation. In order to provide comfortable and high-resolution 3D virtual scene, it is crucial to reduce
Accommodation-Convergence (AC) conflict problem due to the inaccurate focus cues, such as eye
accommodation and retinal blur effects [1]–[3]. Eye accommodation refers that the eye can focus
on a fixated object with a clarity of retinal image by changing the refractive power of the crystalline
lens under the contraction and relaxation of the ciliary muscles. Moreover, the retinal image will
appear blurry for the object which is far away from the eye’s accommodative distance. The failure of
rendering accurate focus cues leads to distorted depth perception and visual discomfort [4] in the
conventional three-dimensional near-eye displays (3D-NED). Recently, several types of 3D-NED
have been proposed to resolve the AC conflict problem and expand the DOF, including holographic
displays, volumetric displays, multi-focal plane displays and light field displays.
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However, there are still a lot of challenges among these methods. Holographic displays [5], [6] can
reconstruct accurate wave front of real object via phase and amplitude modulation, but the system
demands complex computation and bulky optical elements which against to the miniaturization for
3D-NED. Volumetric displays [4], [7] synthesize a virtual multifocal display using a fast switchable
lens synchronized with a single display, but it has to be working under a high refresh rate. For
the category of multi-focal plane displays, including additive [5], [8]–[10] and multiplicative display
[11]–[16], the DOF of the virtual object is severely limited by the gaps between the adjacent display
units. Note that, large DOF and the powerful modulation of light rays can effectively suppress the
AC problem. So the light field display method [17]–[22] based on the MLA is considered as one of
the most feasible approaches for 3D display, which supports the control of tightly clustered bundles
of light rays and comfortable 3D scene by solving the AC problem.

Recently, researchers have proposed several methods to expand the DOF of near-eye light
field display based on MLA. A tunable lens [23], [24] combined with other optical components
as the relay optical element. The focal length of the relay optical element can be adjusted by
applying different voltages to the liquid crystal lens. Therefore, the DOF of near-eye light field
display system can be extended. However, these displays require time multiplex to provide images
under a very high refresh rate to avoid the stroboscopic phenomenon, which is a challenge to the
power dissipation and the drive of the device. In addition, integral imaging displays consisting of
double or multilayered display devices [11], [25]–[27] have been reported. But those methods are
inappropriate and impossible to implement in near-eye display system.

In this paper, a prototype of hybrid computational near-eye light field display based on MLAs is
proposed, which is capable of rendering a reconstructed 3D scene with an extended DOF and nearly
accurate focus cues. As our knowledge, the new algorithm for optimizing the structure parameters
of hybrid computational near-eye light field display based on double MLAs is first proposed in this
paper. Our primary technical contributions are:

� We propose a prototype of hybrid computational near-eye light field display based on MLA,
which is capable of synthesizing sharp images of virtual and augmented reality objects within
a correct accommodation range. Meanwhile, we evaluate the capability of MLA to create
an extended hybrid DOF through optical analysis. And we also discuss the influence of the
different gaps between micro-lens array (MLA) and element image plane (EIA).

� An algorithm for optimizing the structure parameters is also discussed by analyzing the spatial
domain and frequencies domain of this system to lessen the system’s ray resolution and the
mismatching between the reconstructed light field L ’ and the object’s real light field L.

This paper is organized as follows. Section 2.1 describes the proposed prototype which includes
the schematic of the proposed system and the analysis of DoF. In section 2.2, we focus on the
structure parameters prioritization method (SPPM). Section 3 and Section 4 show the experimental
results and conclusions, respectively.

2. Principle
In order to solve the narrow DoF problem in near-eye light field display based on MLA, a new
construction with two MLAS and two beam splitters is proposed. This section describes how to
expand the DoF of the virtual object. In addition, we will also introduce the structure parameters
prioritization method (SPPM) based on analyzing the system’s ray resolution and the spectra
difference between reconstructed light field and the object’s real light field.

2.1 Schematic of the Proposed System and DoF-Enhanced

Figure 1 presents a schematic of the proposed system. Through placing a beam splitter 1 in front of
two integral-imaging systems (IIs) with different gaps between micro-lens array (MLA) and element
image plane (EIA), the optical axis can be separated into two directions. Both rays coming from the
real world and the IIs can enter human pupil through beam splitter 2.
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Fig. 1. Schematic of the configuration of the proposed system.

Fig. 2. The potential DoF of the conventional IIs.

As shown in Fig. 2, referring to the early report [11], [28], the potential DoF of the conventional
IIs considers the facet braiding, which can be obtained as follow:

D D O F = 2z2pdlwl

d2
l w2

l − p 2z2
(1)

Where z is the distance between virtual object Wo and MLA, p denotes the pixel pitch of the
display panel, the gap between EIA and MLA is dl, and Wl is the pitch of MLA. It can be seen that,
for a given display panel and MLA, the DOF is inversely proportional to dl. There are three kinds of
conditions considering two MLAs and Two EIAs in the reconstructed region as shown in Fig. 3:

� DOF1 and DOF2 overlap with each other, as shown in Fig. 4(a);
� DOF1 and DOF2 are separated, but connected, as shown in Fig. 4(b);
� DOF1 and DOF2 are completely separated with large distance.
Considering reconstructing the virtual object with a continuous DOF, here we just discuss the

condition 1 and condition 2, where the two MLAs and ELAs have identical specifications, but
the distance dl between MLA and EIA are distinct. Non-zero Dov = z1-z2+(DMLA1+ DMLA2)/2 is
the overlapped part for the condition 1. As discussed earlier, Dtot gen can be obtained as follows:

D tot gen = D MLA 1 + D MLA 2 − D ov = z2
1pdl1wl

d2
l1w2

l − p 2z1
2

+ z2
2pdl2wl

d2
l2w2

l − p 2z2
2

− z1 + z2 (2)
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Fig. 3. Different focusing of bifocal IIs.

Fig. 4. (a) DOF1 and DOF2 overlap with each other. (b) DOF1 and DOF2 are separated, but they are
connected.

Where non-zero Dov is the overlapped part for the condition 1. If Dov equal to zero, the Dtot max for
condition 2 can be obtained as follows:

D tot max = D MLA 1 + D MLA 2 = 2z2
1pdl1wl

d2
l1w2

l − p 2z2
1

+ 2z2
2pdl2wl

d2
l2w2

l − p 2z2
2

(3)

Based on the above analysis, the extended depth range Dtot gen or Dtot max of the reconstructed
light field with the new construction with two MALs and two beam splitters obviously bigger than
DMLA1 or DMLA2 with only one MLA. So our new structure successfully enhance the DOF range
of the reconstructed light field.

2.2 Structure Parameters Prioritization Method (SPPM)

The object’s real light field L can be recorded by Light Field camera or camera arrays as multi-
viewpoints images in a certain range of orientations. In other words, a set of multi-viewpoints images
with fixed disparity values represent the real light field alone the record orientation. The DOF of the
real light field L can be accurately obtained by counting these disparity values. Meanwhile, the DOF
is related to the parameters of stereo display system, such as the pitch, the focal length of MLAs,
and the number of pixels under one micro-lens. Aiming to the best system performance, the SPPM
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Fig. 5. The frequency domain of the original light field and reconstructed light field.

is proposed to optimize the structural parameters by analyzing the spatial domain and frequencies
domain of this system.

Here the ray resolution η’ is defined as the reciprocal of the number of rays which could enter into
eye box passing though one pinhole from the reconstructed object. Theoretically, the lower value
of ray resolution will result in higher angular resolution. As shown in Fig. 2, we assume an object
W0 locates at depth z, and a single MLA (or pinhole array) is placed at a distance dl in front of
an elemental image Ws and pixel size p. In addition, the viewer with eye box size We stand at the
distance de to the MLA. The value of pixels located at Ws are determined by the rays from the objet
W0, and the size Ws can be calculated by We

∗dl/de. So the average number of light rays passing
through one pinhole located at Ws is We

∗dl/(p∗ de). Since the pinhole with smaller ray resolution η’
means that it can modulate more rays to reconstruct the virtual object W0, the retina can receive
the reconstructed light fields with higher angular resolution. Therefore, the ray resolution η’ is an
important parameter to evaluate the reconstructed precision of the system we proposed. It can be
described by:

η′ = min
(

p ∗de

We
∗dl1

,
p ∗de

We
∗dl2

)
(4)

The other important factor causing the reduction of reconstructed precision is the difference
between reconstructed light field L’ and the object’s real light field L. As shown in Fig. 5, the depth
range of the scene is [Zmin, Zmax], and the maximum spatial resolution is |ωs| ≤ π/p . The slope of
each line through the origin of the coordinate system is related to the depth of the virtual object. The
range of the frequency domain of the original light field is from the farthest plane ωu/zmax + ωs = 0
to the nearest plane ωu/zmin + ωs = 0. According to the early report, the frequency domain of
conventional computational light field L s(ωu , ωv , ωs, ωt) can be described as:

L s(ωu , ωv , ωs, ωt) =
∑

m1,m2,l1,l2∈Z

L ′
(

ωu − 2πm1

p
, ωv − 2πm2

p
, ωs − 2πl1

w
, ωt − 2πl2

w

)
(5)

Where m1.m2, l1, l2 ∈ z and z is a set of integers. The above equation indicates that
L s(ωu , ωv , ωs, ωt) consists of replicas of the Fourier transform of reconstructed light field L ′

s(ωu ,

ωv , ωs, ωt). The 2D slice of the 4D Function can be obtained:

L s(ωu , ωs) =
∑

m1,l1∈Z

L ′
(

ωu − 2πm1

p
, ωs − 2πl1

w

)
(6)
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Fig. 6. Photographs of the prototype.

The shape of the frequency domain of L s(ωu , ωs) is shown as the blue closed region in Fig. 5. The
farthest plane ωu/zmax + ωs = 0 of the original light field is lower than left border of the frequency
domain of the blue region. In this case, we can only reconstruct a clear light field L’ over the blue
light field’s farthest plane. Similarly, the nearest plane ωu/zmin + ωs = 0 of the original light field is
higher than the bottom of the frequency domain of the yellow line, but lower than the top line. It
means that the ability of light field reconstruction will be wasted. So the difference between L and
L’ will decrease the resolution of the reconstructed object.

The frequency domain of our proposed system is the sum of the blue and yellow region, and it
is clear that we could get a larger range of the frequency domain of light field which can closely
match the original 3D scene’s frequency domain. According to the above analysis, we propose a
new arithmetic of SPPM to minimize the overlapping rate and the difference between reconstructed
light field L’ and original light field L, which can be expressed as:

arg min
dl1,dl2>�dl

(|ωmax| + |ωmin| + η′), dl1zmin 2 ≤ dl2zmin 1 (7)

Where ωmax = dl1/zmax 1−1/zmax and ωmin = dl2/zmin 2−1/zmin are the offset of the bottom and top
boundary of the frequency domain of L and L’, respectively. The depth range of two IIs are [Zmin1,
Zmax1] and [Zmin2, Zmax2], respectively, which can be calculated by the Eq. (1). �dl is the thickness
of the glass substrate on the micro display. Therefore, whether the spatial frequency of the original
light field is higher or lower, the spectra between the original light field and the reconstructed light
field and ray resolution can be minimized.

3. Experimental Details
To demonstrate the feasibility of the proposed system, a new prototypes carried out shown in Fig. 6
and the parameters of this system are shown in TABLE 1.

In this experiment, the near-eye light field display consists of two Integral-imaging systems with
Micro-hole pitch of 0.129 mm. The sub-pixel size and resolution of the LCD panel are 0.01075 mm
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TABLE 1

The Structure Parameters of This System

Fig. 7. The result of experiment 1: VR mode.

and 1920×1080, respectively. Due to the similar imaging principle between MLAs and micro-holes
arrays (MHAs), MLAs are replaced by MHAs with higher accurate in our system. The gap dl between
MHAs and the panel are adjusted to form a virtual image at a different distance. The retinal imagines
of the reconstructed light field are taken by a camera (Canon EOS 700D) with the F-number of 5.6
and focal length of 22 mm corresponding to the pupil diameter of 4 mm.

There are two modes that the VR mode is shown in experiment 1 and the AR mode is shown in
experiment 2, which can be switched by close or open the window (made by PDLC) in front of the
second beam splitters. VR mode is shown in Fig. 7. The original light field of each IIs is composed
of three letters from far to near, ‘S’, ‘E’ and ‘U’, respectively. Furthermore, the resolution of original
light field L is 1920×1080, and the number of viewpoints is 4×4. The reconstructed light fields after
being fused by two BS are taken by camera, as shown in Fig. 7. Due to the different gap dl, there
are two central depth plan (CDP) in the reconstructed region. With the prototype shown in Fig. 6,
the perceived images at different depth are taken by the camera. Retinal blur is clearly observed
from the results and the support of accommodation cues is confirmed with the enlarged DOF. In
Fig. 7, the images at the top of each column are the perceived images with different depth. The
enlarged parts of accommodation depths corresponding to the perceived images are listed below.
Especially, the enlarged parts with a white spot show sharp images which indicate the matching
between accommodation depths of the camera and the depth of reconstructed virtual object.

For AR mode, the display pattern is a part of resolution target image USAF 1951, as shown in
Fig. 8. The panel 1 displays the pattern (a), (b) and (c) in different depth, and the pattern (d), (e) and
(f) are rendered by the panel 2. The Fig. 8(b) shows the illustration of positions in the reconstructed
region. Three real objects (Rubik’s Cube, Pottery Figurine and Toy Car) are placed at the different
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Fig. 8. The illustration of positions in the reconstructed region.

TABLE 2

The Different Parameters of the Gap Between MHAs and Micro-Display

depth in the real world, and two rows of the pattern are the reconstructed virtual object rendered
by two LCD panels, respectively. The comparison experiment results with continuous focus cues
are listed in the left side, and the sharp perceived image of the pattern is obtained at the depths
where the camera focuses at. Fig. 9 demonstrates the display results of see-through mode with
our methods. It clearly shows that the upper left of pattern with larger diopter rendered by LCD1
panel is sharp when camera focus at the Rubik’s Cube. In contrast, the upper right one rendered
by LCD2 panel is bluer. The center row, both of them are sharp corresponding the depth plane of
Pottery Figurine, but the right pattern is much more natural and sharp than the left one. The right
pattern appears in focus, while the left one appear out of focus corresponding the depth plane of
Toy Car.

According to the results, by adjusting the gap the MHAs and microdisplay, our prototype can re-
construct two light fields with a partially overlapped DOF, which proves the ability of accommodation
of the reconstructed light field display. Meanwhile, compared to the limited accommodation distance
of single DOF, such as the left pattern rendered by LCD1 panel, or the right pattern rendered by
LCD1 panel, our prototype can provide an expanded DOF from the farthest Rubik’s cube to the
nearest Toy Car.

To demonstrate the optimal performance of structure parameters prioritization method (SPPM),
we test the system with 7 group parameters with different gap dl between MHAs and micro-display,
as shown in TABLE 2. The distance is adjusted by translation stages, as shown in Fig. 6. Fig. 10
shows those in-focus perceived images of three letters in different depths. We can easily find that
all of those perceived images are reconstructed with high contrast at the corresponding depths,
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Fig. 9. The result of experiment 2: AR mode.

Fig. 10. The perceived images of the three letters with combined the well-focused depth slices utilizing 7
groups of structure parameters. Each row show the reconstructed light field of the letters corresponding
to different gaps and each column shows the different depth.

and the perceived images in the first columns are distinguishable with sharp profile. So we test
the structural similarity index (SSIM) of those perceived images compared with the first columns.
Expansion gaps will lead to high levels of crosstalk which can make retinal images hard to focus and
lack fidelity. However the SSIM date in Fig. 10 demonstrate that the margin error from the second
to fifth group is limited to less than 4 percent, which verifies the optimized capability of our SPPM.

Vol. 11, No. 1, February 2019 7000110



IEEE Photonics Journal Hybrid Computational Near-Eye Light Field Display

4. Conclusions
We proposed a novel hybrid near-eye light field display based on MLA to improve the DoF of the
reconstructed light field, which is capable of expanding the accommodation range for virtual and
augmented reality. The new algorithm for optimizing the structure parameters of hybrid computa-
tional near-eye light field display is proposed to lessen the ray resolution and the mismatching of the
reconstructed light field. We evaluate the capability of extending DOF through optical experiment.
It shows that the propose system can effectively expand the depth range in near-eye displays.
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