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Abstract: Optical communication systems often include nonlinear components, such as
Mach—-Zehnder modulators (MZMs). The components’ nonlinearity may have a deleterious
effect on the system performance, especially when the memory effect is included. One
of the most common methods to mitigate the resultant distortion effects is digital predis-
tortion (DPD) based on the Volterra polynomial model. Typically, the DPD coefficients are
extracted using the least squares approach. However, naive implementation of the Volterra
polynomial model usually introduces significant complexity due to the large number of model
coefficients. Here, we propose the use of orthogonal polynomial basis functions for efficient
DPD implementation. The orthogonal basis enables the estimation of each coefficient sepa-
rately, which provides a significant computational gain. Furthermore, the amount of dominant
terms in the orthogonal basis representation is significantly lower, which leads to dramatic
relaxation in the DPD implementation. In addition to the analytical modeling approach, a
nonparametric method is developed by applying eigenvalue decomposition on the correla-
tion matrix, which is required for the case of dependent random variables, or for the case
of unknown probability distribution functions. MZM-based lab experiments and simulations
were performed, which indicated a potential saving of 50%—80% in the amount of useful
dimensions.

Index Terms: Fiber optics communication systems, Volterra series, nonlinear
digital pre-distortion, orthogonal basis.

1. Introduction

The commonly used models for the components of a communication system are linear. However,
in most practical short reach optical communication systems for data center connections (sub-
100 km), nonlinear components are included, such as the vertical-cavity surface-emitting laser
(VCSEL) at low or high current, as described in its current-power (I-L) curve [1], as well as a Mach-
Zehnder modulator (MZM) which has a sine voltage-power (V-L) curve [2]. The difficulties that arise
from ignoring this aspect are especially severe when memory effects are included in the model [3].
Therefore, solutions have been sought to overcome the resultant distortions.
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Fig. 1. (a) Block diagram of DPD learning concept. (b) The conversion functions when the DPD is used.
The linear relationship can be achieved using the inverse conversion function.

In the field of communication systems there has been widespread research on linearization usign
either digital pre-distortion (DPD) at the transmitter or digital post-distortion at the receiver. The DPD
approach has some significant advantages over the digital post-distortion approach [4]:

1) The SNR at the transmitter is significantly higher than that at the receiver. Hence, the coeffi-

cients estimation is more accurate.

2) The Volterra coefficients estimation is much more challenging at the receiver side, as additional
distortions and noises mechanisms are involved.

3) In some cases, the nonlinear effect only occurs at the transmitter. Therefore, it is easier to
deal with the resultant distortion before the signal is further distorted by additional system
effects.

The DPD concept is based on finding the system’s inverse function. Then, the signal is digitally
pre-distorted such that the concatenation of DPD and system distortion is linear. Fig. 1 presents a
DPD system that is optimized based on the indirect learning approach [5]. In the learning phase, the
predistorter is bypassed; thus, X(n) = x(n) and the “predistorter training” block learns the transmitter
inverse system to achieve z(n) — x(n), where z(n) is the reconstructed signal, based on the output
measurements. e(n) is the error signal between the reconstructed signal and the original one. In the
operational phase, the transmitter inverse system is copied to the “predistorter” block to achieve
y(n) — x(n). In this phase, X(n) is the DPD output that is being transmitted. The DPD calculation
process might be continuous based on the back channel (for unstable systems), or “once in a
lifetime” (for stable systems).

One common DPD approach is based on the Volterra series, or one of its degenerated versions,
such as the memory polynomials model, which can be used to describe a wide variety of non-
linear systems with memory. The Volterra series is a variant of a multimodal Taylor series, where
each dimension represents a memory element. However, beacuse an analytical calculation of the
coefficients is complicated, estimation methods are being used. The most common single-step
estimation method is linear least squares (LS), which utilizes the fact that the Volterra model is
linear with respect to its coefficients. However, this approach suffers from two major drawbacks:

1) Non-orthogonality — In most cases, the elements of the Volterra series are the elementary
polynomial basis (x, x°...). These elements are highly correlated. Therefore, a joint estimation
of all the elements is required to avoid large estimation errors. Consequently, a single-step
estimation leads to a large computational complexity.

2) Condition Number — The LS estimation method requires a matrix inversion. The numerical
inversion of a matrix is affected by its condition number (CN). If the CN is large, the whole
estimation will be inaccurate [6]. The CN of the Volterra matrix reaches typical values of
CN > 10?° [7]. Consequently, a fixed-point implementation may result in a severe degradation
of the estimation accuracy.

In order to overcome the numerical instability of large CN systems orthogonal basis construction
of the Volterra series matrix has been proposed [7]. It was shown that by using an orthogonal basis,
the CN could be decreased by several order of magnitudes. This orthogonal basis approach was
proposed for the case of a uniformly distributed one-dimensional (1-D) random variable (RV). Later
[8], Raich proposed an orthogonal basis for a Gaussian distributed 1-D RV. Yang [9] proposed an
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orthogonal basis for a uniformly distributed 2-D independent RVs. Using Yang’s method, a 1-D RV
basis can be expanded for any X-D RVs case. However, the X-D RVs must be independent.

Additional methods for reducing the computational complexity have focused on degenerated
Volterra series such as memory polynomials [10], a “nhear-diagonality” pruning model [11], etc. [12].
However, the memory polynomials performance may be limited in cases where nonlinear cross-
terms are dominant [13], e.g. in systems that include a combination of reflections and nonlinearity.
Other approaches have focused on reducing the calculation complexity by methods such as the
use of parallel filters [14]. It should be noted that, grading by the series coefficient magnitudes is
impossible, because of the high power elements of the Volterra series, e.g. if the dynamic range is
[-5, 5], the high order moment elements will have large values, and, in turn, their coefficients will
have small values, with the oppsite true in the case of [-0.5, 0.5].

In this work, the use of orthogonal polynomial basis functions for estimating nonlinear components
with memory is proposed and extensively analyzed, following the preliminary publication of this
method [15]-[16]. Significant advantages are outlined and discussed. Most importantly, it is shown
that a dramatic complexity reduction may be achieved by dimensions selection and reduction.
Furthermore, we propose a computational method for calculating the orthogonal basis in general
cases such as for an unknown nonlinear distortion or multi-dimensional RVs that are dependent,
which is relevant in the case of a system with memory. For such general cases, the use of a
diagonalization method for the correlation matrix is proposed.

The rest of the paper is organized as follows. In Section 2, the major benefits of orthogonal basis
usage and the process to find it using eigenvalue decomposition (EVD) are presented. Section 3
presents the simulation results for an MZM model. Section 4 presents the experimental results for
an MZM. This is followed by a discussion and conclusions, which are drawn in Section 5.

2. Orthogonal Basis

An orthogonal basis for the purpose of CN reduction was proposed in [7]-[9]. However, an orthog-
onal basis offers additional advantages, as outlined below.

2.1 Parallel Least Squares
In its most general form, the real-valued discrete-time Volterra series can be written as follows:

K M M k
x(n) = ho + Z Z . th(n...rk) l_[y (n—1t) (1)
t=0 =1

k=1 t;=0

where K is the nonlinearity order and M is the memory order. For example, in the case of a system
with a memory order of 1 and a nonlinearity order of 2, Eq. (1) degenerates to the following:

x(n) = ho + h1y(n) + hay(n — 1) + hay?(n) + hay?(n — 1) + hsy(n)y(n — 1) )

In this example, the two RVs, y(n), y(n — 1) yield six Volterra dimensions (series elements).
Following the series representation, the system and its inverse are linear with respect to the
Volterra coefficients, and hence it can be described using a matrix form:

X = YHinverse (3)

where X is the input signal, Hi,erse is the vector of the inverse function coefficients and Y is the
Volterra matrix of the system output samples y:

l_[xzoyfr;ri1 <o Y-1pYoi Y-11 You 1
Y= . . . - . . (4)

H%:oylfnﬁp coo Yo1pYop Y-1p Yop 1

Vol. 11, No. 1, February 2019 7201013



IEEE Photonics Journal Dimensions-Reduced Volterra Digital Pre-Distortion

where P is the number of samples, an/’:o kn < K.ymj = y(nj — m) is the output sample in time n
and j € [1, P]. The rows of Y represent the time samples, and the columns represent the Volterra
elements. Y is a matrix of size [P times p], where p is nhumber of elements representing all the
possible combinations of the memory and polynomial orders including the cross-terms:

K ork+M =1\ (K +M)
=2 ()= ®
k=0

Since the model is linear, the Volterra coefficients H j,yerse can be estimated using the LS estimation
method:

Fiinverse = (YT Y)_1 YTX (6)

The columns of Y are the series elements. Therefore, under the assumption of ergodicity in the
second moment, Y'Y is the correlation matrix. In a case where the orthogonal basis is being used,
the correlation matrix should be diagonal. Thus, the LS formula degenerates to the following:

Hpew = A7'07X (7)

where H,q, is the estimated coefficients vector, A" is a diagonal matrix of the pseudo inverse
matrix, 8" is the orthogonal projection matrix and X is the input vector. Hence, we obtain the
following:

P
Hoow, = Agy Y 05X (8)
i=0
where g is the element index. This result indicates that it is possible to estimate any coefficient
separately, which makes sense considering the assumption that with an orthogonal basis, the
estimation error in any dimension is orthogonal to that in other dimensions. We now propose the
use of the parallel LS (PLS) method, where each coefficient is estimated separately. Using an
orthogonal basis, we can perform PLS with multiple scalar inversions instead of LS with one matrix
inversion.

Using the PLS approach, and assuming that the orthogonal basis is known [17], the number of
required resources is decreased, as shown in Appendix A. This significantly reduces the amount
of computation required for the estimation of the series elements during the learning phase, e.g.
bring up and tracking processes. Fig. 2(a) presents the required multiplications for the estimation
of the Volterra coefficients. It is clearly observed that there is a significant amount of saving for a
case with a large number of samples or series with a large number of elements.

2.2 Dimensions Reduction

The main implementation challenge with a Volterra-based DPD is its complexity [18]. The number
of Volterra series elements grows quickly with the memory and polynomial orders [19]. The use
of Volterra-based compensation in high-speed communication systems can be relevant only with
efficient, real-time and low-power methods [20]-[21]. Hence, dimensions reduction methods are
critical to allow effective pre-distorters.

One of the main challenges for dimensions reduction in the case of a non-orthogonal basis
is identifying the dominant elements (dimensions) [22]. This challenge can be resolved using the
orthogonal basis. Each dimension contribution is orthogonal to the other. Hence, the dimensions are
graded, and the dominant dimensions are allocated and selected. Consequently, the total number
of dominant dimensions is significantly reduced. This method enables the use of DPD in high-speed
communication, as it dramatically reduces the real-time operations in the high-speed data path.

The basic dimension grading is based on the dimension variance [23]. Since the correlation
between different dimensions is zero, the dimension’s variance reflects the amount of information
carried by each dimension. Thus, the dimensions with low variance can be neglected, resulting in
a negligible effect on the DPD performance.
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Fig. 2. (a) Number of multipliers required for estimation. (b) The DPD implementation. The LUT cal-
culation can be performed “offline” by the EVD process. On the other hand, the o’ LUT input-output
translation and following summations should be implemented “online”, when o’ is the number of the
most significant dimensions.

It should be noted that this method can be applied to any variant of the Volterra series including
the memory polynomials case. In addition, the algorithm is signal-independent. Thus, it can be
applied to higher-order modulation systems that use nonlinear equalizers, such as in [24]-[25].

2.3 Orthogonal Basis Estimation

As previously mentioned, earlier works proposed the use of an orthogonal basis for the Volterra
series coefficients estimation. However, these methods were limited to specific distributions, i.e.,
uniform or Gaussian. These distributions are easier to analyze because they have well-known
appropriate orthogonal polynomials. In addition, they are of interest because the input of a common
high-speed digital communication system is uniformly distributed, and the system output is usually
Gaussian, as it usually contains inter symbol interference (ISI).

Nevertheless, some interesting cases include different distributions. For example, in the case of a
short memory channel, the output will be neither Gaussian nor uniform as the central limit theorem
does not hold. Another example is the case of a nonlinear system where the output distribution
obeys the transformation formula of the input distribution.

For any other distribution, an orthogonal polynomial basis for a 1-D RV can be analytically calcu-
lated by applying the Gram-Schmidt process [26], and an orthogonal basis for an X-D independent
RVs can be analytically calculated using the Yang expansion [9]. Still, two main issues remain:

1) Output distribution - The analytical calculation requires a knowledge of the RV’s probability
distribution function (PDF). By the PDF transformation formula [27], the distribution after the
nonlinear effect depends on the input distribution and system nonlinearity function whereas,
the nonlinear distortion is usually unknown. Hence, the orthogonal basis cannot be calculated
by the Gram-Schmidt process.

2) Samples dependence - Even if an orthogonal basis for a 1-D RV can be built, if there is
dependency between the RVs, the Yang expansion to an X-D RV does not hold, as shown
in Appendix B. In the DPD estimation process, the X-D RVs represent the system output
samples, which are dependent on the system memory effect.

Here, we propose a method to evaluate the orthogonal basis for X-D dependent RVs by applying
EVD on the correlation matrix [28]. This method is similar to the principal components analysis
(PCA) process, which leads to an uncorrelated basis. However, it should be noted that the columns
of the Volterra matrix (Eq. (4)) are non-zero mean. Therefore, applying PCA to this matrix will not
lead to an orthogonal basis, because uncorrelated non-zero mean RVs are non-orthogonal.
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The eigenvalues resulting from the EVD process are the second moments of the Volterra dimen-
sions and the eigenvectors matrix is the linear mapping from the original Volterra basis to the new
orthogonal basis.

It should be noted that for cases with an unknown orthogonal basis, the advantage of operation
saving by the PLS is decreased as a result of the orthogonalization process [29]. However, the
significant operation saving by the dimensions reduction remains.

2.4 DPD Implementation

Using all the three sub-sections above, a dimensions-reduced DPD can be applied using the
following four steps:
1) Step 1:the Volterra matrix is built using the non-orthogonal basis.
2) Step 2:the eigenvalues and eigenvectors are found by the EVD on the correlation matrix.
3) Step 3: only the p’ most significant dimensions are chosen, by their variances weights, and
their rotation matrix is built using the appropriate eigenvectors.
4) Step4: o' look-up tables (LUTs) of the projections on the orthogonal basis and their appropriate
coefficients are built.
The use of LUTs is possible since the transmitted symbols are selected out of a finite dictionary
set, e.g. a set of four in the case of PAM-4. The proposed DPD scheme and implementation block
diagram are presented in Fig. 2(b) and summarized as follows:

o o
X=Y o=y Hom - (VIX)E) )
i=1 i=1

where the DPD output X of input signal X is generated by the sum of all the weighted projections
¢. Each projection consists of the inverse system non-orthogonal Volterra representation V(X)
projected on the orthogonal basis by the rotation matrix E. The projections are weighted by Homn,
which is the weights vector, estimated by the PLS process.

In Fig. 2(b), the LUT implements the operation ﬁo,t,,,. -(V(X)E)) of Eq. (9) “offline”. The input to
the LUT is the current symbol including all its M history elements [x(n), ..., x(n — M)]. The LUT
output is defined by the number of the most significant dimensions o'. In the case of an input signal
with a dictionary size of N, the total LUTs space is N" o/, where NV is the number of each LUT
input combinations, and o’ is the number of LUTs outputs. It should be emphasized that the LUT
calculation is done “offline” during the tracking flow, while the LUT input-output translation and the
following summations are performed “online” on the data path.

3. Simulation Analysis

A common transmitter technology being used in coherent systems is based on MZM, which is inher-
ently nonlinear due to its sinusoid conversion function, resulting from the interferometric process.
In addition, in high-speed transmission systems, the MZM also introduces a memory effect as a
result of its bandwidth-limitation [30]. In the simulation, the MZM model is based on the Wiener-
Hammerstein methodology [31]. A set of numerical simulations was carried out by transmitting
analog signals through an MZM input-output transfer function and analyzing the resulting distorted
signals. For the case of an input signal limited by the range [—1, 1], the overall MZM conversion
behavior is presented in Fig. 3(a) by the blue dots. The spreading around the sinusoid results from
the memory effect generated by the finite impulse response (FIR) vector [1, 0.3, 0.15, 0.1, 0.05],
which represents a typical band-limited transmitter.

For the MZM presented above, several sets of truncated Volterra series representations of the
inverse system were estimated using both the elementary polynomial basis and the newly pro-
posed orthogonal basis. The first set of truncated elementary Volterra series includes several
combinations. Three memory order cases [1, 2, 3] were investigated, where for each memory order
the polynomial order increases from 1 to 5, and therefore the total number of series elements
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Fig. 3. (a) MZM conversion behavior with and without DPD. (b) EVM versus the total number of dimen-
sions. Longer series yields better EVMs.
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Fig. 4. (a) Dimensions variances versus the dimension index for the orthogonal basis case. (b) EVM
versus total number of dimensions after dimension ordering.

is increased according to Eq. (5). Fig. 3(b) presents the error vector magnitude (EVM), which is
associated with e(n) of Fig. 1(a) during the learning phase (where e(n) is defined as the difference
between the non-distorted signal and the reconstructed signal after distortion), as a function of the
total number of series elements. Longer series yield better EVMs. However, as the dimensions are
non-orthogonal, the most significant dimensions cannot be identified, and therefore shorter DPD
cannot be performed.

To select the appropriate polynomial order, the Taylor expansion of the MZM sinusoid was
analyzed:

) 00 ) X2n+1
sm(x)_g( 1) G (10)

From Eq. (10), it can be seen that the series elements weights decrease by two orders of
magnitude per polynomial order. Consequently, a polynomial order of five was selected.

In turn, the variances of the dimensions of the orthogonal basis were sorted and are presented
in Fig. 4(a). Due to the fact that the dimensions are sorted in the orthogonal representation case,
the most dominant ones can be selected, and the impact of the dimensions reduction can be
analyzed. This is summarized in Fig. 4(b), where the EVM is presented versus the total number
of dimensions that are used in the orthogonal expansion. It should be noted that following the
orthogonality principle, the contribution of each dimension to the series is orthogonal to the others.
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Fig. 5. EVM versus total number of dimensions for memory polynomials series.

Hence, the EVM can be further improved by adding more dimensions without the need to recalculate
the previous ones. Fig. 4(b) reveals that for the case of polynomial order 5 and memory orders of
3, 2 and 1, the total numbers of required dimensions are significantly reduced to 38, 21 and 10,
respectively. This indicates that a saving of more than 50% of the dimensions and associated
hardware is achieved.

Using the orthogonal basis, the DPD can be implemented (operational phase of Fig. 1(a)) based
on the selected most dominant dimensions. Fig. 3(a) presents the original input-output relationship
of the simulated transmitter. By applying the DPD, the linear input-output relationship can be
achieved as presented by the red and black dots in the figure. Here, the original Volterra was based
on a memory order of 3 and a polynomial order of 5, projected on the orthogonal basis, and the
most significant dimensions were selected. It is clear from Fig. 3(a) that both cases with DPDs of
40 and 120 dimensions DPD lead to almost identical results, demonstrating a 66% saving in the
number of dimensions. This result agrees with the EVM estimation of Fig. 4(b), which almost does
not improve beyond the use of 40 dimensions.

A similar comparison analysis was performed while using the degenerated Volterra form of a
memory polynomials series. This is summarized in Fig. 5. As mentioned in Section 2.2, using the
proposed orthogonal basis leads to a significant improvement for any variant of the Volterra series,
including the memory polynomials variant.

4. Experiments
4.1 Experimental Setup

The experiment is based on an end-to-end practical phase-modulation coherent-detection (PM-
CD) setup, which is presented in Fig. 6(a). The TX path includes a digital signal processing (DSP)
block and a high-speed digital-to-analog converter (DAC) component with a bandwidth (BW) of
16 [GHz] operating at 64 [Gsamples/sec]. The TX DSP consists of a root raised cosine (RRC)
pulse shaping filter with roll-off factor 8 = 0.2. It is followed by an analog driver and a dual-port
MZM coherent transmitter. The laser linewidth is 100 [KHz]. The receiver consists of an integrated
coherent receiver (ICR), a high-resolution analog-to-digital converter (ADC) with a BW of 16 [GHZ]
operating at 64 [Gsamples/sec] and an RX DSP block. The entire system BW (3 [dB] point) is less
than 5 [GHz] as presented in Fig. 6(b). The receiver DSP implements all the necessary coherent
algorithms (e.g. synchronization, carrier phase estimation (CPE) and frequency estimation). The
input signal consists of QPSK symbols, which are transmitted at 32 [GBaud] with 2 samples per
symbol (SPS). The received data are recorded at the ADC output at the received side.

Fig. 7 presents the input-output relationship of the full system of Fig. 6(a). The In-phase and
Quadrature components are analyzed separately, assuming ideal phase reconstruction by the
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Fig. 6. (a) Experimental setup block diagram of PM-CD system with 1/Q MZM. (b) System channel
response.
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Fig. 7. The entire system conversion behavior.

coherent algorithms. As expected, the conversion behavior of the system is similar to a spread
sinusoid associated with the MZM [32], while the spreading is attributed to the bandwidth-limitation.

4.2 Experimental Results

As our experimental setup is limited by an extremely low BW, a high series memory order is
required. Hence, a full Volterra series representation has a complex implementation, as a result
of the large number of series elements. Consequently, the inverse system is estimated using a
memory polynomials model, which is commonly used in high-speed cases [33]-[34]. First, the
conventional degenerated Volterra series expansion is applied to the received samples using the
memory polynomials method. Second, the linear mapping to the orthogonal basis is performed by
the EVD process on the correlation matrix of the degenerated Volterra elements. Third, the variances
are graded, and the most dominant dimensions are selected. Fourth, the original degenerated
Volterra elements are projected on the reduced dimensions orthogonal basis.

A quantitative analysis is performed on the orthogonal expansion. The post-estimation EVM
results are examined for several options of memory and polynomial orders. Fig. 8(a) presents the
EVM as a function of the memory and polynomial orders and the following observations are noted.
Firstly, the performance is improved only by the odd polynomial orders, which is related to the
odd behavior of the nonlinear system (sine behavior of MZM). Secondly, the nonlinear parts yield a
performance improvement (EVM reduction) of ~1.5 [dB] over the linear parts, which is in agreement
with the results of previous studies [5], [20], which indicated that the nonlinear part introduces a
penalty of 1 up to 3 [dB].

The analysis is performed for three cases with the following memory depths and polynomial
orders, respectively: [6, 3], [10, 5] and [18, 7].
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Fig. 9. (a) Input-output relationship after the linearization process. (b) QPSK constellation with and
without linearization.

Fig. 8(b) presents the EVM as a function of the total number of dimensions that is being used.
It is clearly shown that only 7—18 dimensions are dominant, which leads to a dramatic saving of
50-80% of the total number of the original dimensions. A longer series has a larger sparsity and
resulting amount of saving.

Using the results of Fig. 8(b), the dimensions-reduced “linearizer’” can be applied. Fig. 9(a)
presents the input-output relationship of the system after the linearization process. In this figure,
the original basis was built using a memory polynomials with a memory order of 18 and poly-
nomial order of 7, and the 24 most dominant dimensions were selected. Fig. 9(b) presents the
resulting constellation diagram of the QPSK symbols. The blue dots represent the system output
before linearization, and the red dots represent the pre-compensated received signal. The pre-
compensation was implemented by estimating of inverse system using the reduced dimensions
orthogonal representation.

The main purpose of the DPD is to compensate for the BW limitation and nonlinearities of
the optoelectronic components. It is shown that by applying our proposed DPD, an MZM-based
high speed transmission at 32 [Gbaud] can be achieved using optoelectronic components with a
dramatically lower cost and an overall bandwidth as low as 5 [GHZz].

5. Conclusions

In this paper, we have shown that in the case of a band-limited nonlinear system, Volterra DPD
may become implementable if designed with orthogonal basis functions. In addition, the orthogonal
basis makes it possible to apply PLS estimation of the Volterra coefficients, discriminating the most
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important coefficients while neglecting the rest. This, in turn, dramatically reduces the computational
complexity and minimizes the hardware resources requirements.

All of these benefits are critical in high-speed communication systems. For cases of indepen-
dent variables, the orthogonal basis can be calculated analytically. For cases with dependent
variables or unknown probability distribution functions, a computational method is proposed using
the EVD process on the correlation matrix, and a dimension reduction could be achieved. Detailed
sets of simulations and experiments for the QPSK signal over band-limited MZM transmitters are
performed. The results indicated that by using the orthogonalization approach, 50-80% of the di-
mensions could be saved. Our approach is signal-independent. Thus it could also be applied to
higher-order modulation systems too. In addition, this method could be used for any variant of the
Volterra series such as memory polynomials, which may be commonly used in high-speed optical
communication.

Appendix A
PLS Operations Saving

Let us assume that p elements are estimated using P samples. Then, the LS equation is as
follows:

H = ([pXP1-[PXpl) " - [pXP1-[PX1] = [pXp] - [0X 1] (11)

The right-hand side product requires pP multiplications and p(P — 1) additions. The pseudo-
inverse matrix has [pXp] dimensions. Thus, the middle product requires p?> multiplications and
o(p — 1) additions. The correlation matrix calculation requires p?P multiplications and p?(P — 1)
additions. Thus, the total resource requirements are p(P + p + pP) multiplications and p(P + pP —
2) additions, without the inversion action. The naive matrix inversion requires O(p®) operations.

On the other hand, the PLS approach requires solving the PLS equation to be solved several
times:

Hnewj = ((1XP]-[PX1])"-[1XP]-[PX1] = [1X1]-[1X1] (12)

The right-hand side product requires P multiplications and (P — 1) additions. The middle product
requires a single multiplication. The correlation matrix requires only P multiplications and (P — 1)
additions. Therefore, the PLS method requires p(2P + 1) multiplications and p(2P — 2) additions,
without the diagonalization procedure. When the orthogonal basis is unknown, the EVD requires
0(p®) operations for the naive diagonalization process, or O(p3/3) operations for the Cholesky
algorithm.

Appendix B
Orthogonal Basis for X-D Independent RVs

The distribution of some RV’s distributions have an appropriate orthogonal basis, such as
“shifted Legendre polynomials” for a uniform distribution, or “Hermitian polynomials” for a Gaussian
distribution.

For 2-D independent RVs, Yang [8] gave the following definition:

Wi j (X1, X2) = @i—j (X1) xj (X2) (13)

where ¢, x are the appropriate orthogonal basis fora 1-DRV,i=1,2,...andj=0,1, ...
Hence:

E [‘1’/,1 (X1, x2) ‘I/r,t(X1,X2)] =E [fﬂi—j (X1) xj (X2) @r—t (X1) xt (Xz)] (14)

If the RVs are independent, then:

E [Wij(x1, X2) Wit (X1, X2) | = E [@ij (X1) @r—t (X1)] E [xj (X2) xt (X2) ]| = 8 ((F =) = (r = 1)) 8(j — 1) (15)
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Using this approach the expansion of the Yang process to X-D independent RVs is achieved by
defining:

lI//Hmjn (X1 s Xn) = Q-0 s (X1) s X (Xn) (16)

The inter-projection between elements gives a product of delta functions. However, if there is
dependency between the RVs, the separation of the moments in Eq. (15) does not hold. The
memory effect causes dependency between the output samples. Hence, the Yang process cannot
be used for DPD estimation for a system with the memory effect.
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