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Abstract: Point spread function (PSF) plays an important role in evaluating the quality
of optical systems and imaging restoration. Conventional methods, which use a point-like
source, acquire the PSF from the perspective of object points and suffer the problem of
generating multiple point sources with sufficient intensity. Thus, in this study, we proposed
a novel method to measure the PSF from the perspective of camera pixels. We considered
spatially varying PSF as the light transport coefficients between the object and image points.
By applying single-pixel imaging technology to every pixel of the image plane of a camera,
PSF is extracted from the obtained light transport coefficients. Experiments also verified that
the proposed method could achieve better signal-to-noise ratio PSF measurement than the
conventional method and acquire an accurate blur model of the camera lens.

Index Terms: Point spread function, imaging formation theory, computational imaging.

1. Introduction
Point spread function (PSF), also known as the impulse response of an imaging system, can cause
inevitable image degradation during exposure. Although extrinsic blur, such as camera motion, can
be prevented by improving the acquisition conditions, the intrinsic properties of the optical system,
such as lens aberration and diffraction, also have a profound effect on image quality. Given the prior
condition of image restoration, accurate measurement of the PSF can be extremely significant [1].

Several techniques have been produced to obtain PSF. We divide the PSF acquisition methods
into three categories based on their input images as follows: blind PSF estimation using natural
scene images [2]–[4], non-blind PSF estimation using calibrated patterns [4]–[7], and PSF direct
measurement using a point-like source [8]–[11].

Blind PSF estimation methods estimate PSF using a blurred scene image and the corresponding
underlying sharp image. This method often utilizes the edge feature of an input scene to restore
sharp images and obtains PSF through optimization. Joshi et al. [4] directly assumed that the
detected blurred edge was a step edge before blurring and estimated PSF using the pair of predicted
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sharp image and blurred image. Sun et al. [2] proposed another edge-based approach that could
restore high-quality sharp images to estimate PSF using patch priors on the edges of the latent
sharp image. Blind PSF estimation methods often presume a spatial invariant PSF in the sub-areas
over the entire image and are thus not suitable for acquiring the spatial variant PSF.

Non-blind PSF estimation method uses calibration patterns as the input image to estimate PSF
[4]–[7]. After aligning the known grid calibration pattern to the blurred image, PSF is obtained through
optimization. Joshi et al. [4] employed an arc-shaped checkerboard-like pattern and estimated PSF
by using a Bayesian framework with a maximum a posteriori technique. Kee et al. [6] used a
checkerboard test chart with circles in each block and estimated PSF by solving a least squares
minimization problem. Brauers et al. [7] used a random noise target to estimate PSF. Non-blind
PSF estimation techniques usually assume a spatial invariant PSF as well and are thus not suitable
for spatial variable PSF image systems.

PSF direct measurement methods often acquire PSF using a point-like source with specific optical
instruments [8]–[11]. Such methods can overcome the weakness for measuring the spatial variant
PSF. Navas-Moya et al. [11] used a liquid crystal display (LCD) screen in generating a dot pattern
to measure PSFs in different camera areas. However, this method suffered camera noise and had
to use a large camera acquisition time with corresponding noise elimination method. Lehr et al. [9]
also indicated that directly using a general point source, such as an isolated gold microbead could
not achieve sufficient signal-to-noise ratio (SNR) and had to resort to the edge-based method to
measure PSF. Du et al. [8] proposed a method adopting a collimated He–Ne laser as a point source
placed at infinity for PSF measurement with high SNR. Jemec et al. [10] achieved a sub-pixel PSF
measurement using a virtual point-like source. Although these laser-beam based methods can
achieve PSF measurement with high SNR, they have difficulty in generating multiple point sources
to measure the spatial variant PSF.

Therefore, the low SNR problem using a general point source and the difficulty of generating
multiple point sources using laser-beam to measure the spatial variant PSF create a bottleneck in
the measurement of spatial variant PSF. The development of single-pixel imaging (SPI) technology
motivates us to propose a new method for PSF measurement. SPI projects known illuminated
patterns onto an object and collects the intensity of the reflected light using a single-pixel detector
[12], [14]. The image is then reconstructed using the collected modulated signal. Moreover, SPI that
uses patterns from complete orthogonal bases [13]–[16], such as the Fourier SPI (FSI) method, can
capture the desired scene indirectly and reconstruct the image with high SNR. The characteristic
of high SNR imaging of SPI and its capability to obtain an image from a pixel [14], [17] inspires us
to apply it for the measurement of spatial variant PSF of camera lens.

In this study, we propose a measurement method for spatial variant PSF based on SPI technology.
The proposed method models the PSF as the light transport coefficients between the object and
image points. By considering each pixel of the camera as a single-pixel detector, we can conduct
SPI to the camera pixels and acquire the light transport coefficients between the object and image
points, that is, the PSF. Our method is an SPI-based technology; thus, we can achieve higher SNR
measurement than the traditional PSF measurement methods using the same camera exposure
time. Furthermore, for each camera pixel, our method can calculate the image of the object light
collected by the pixel, which can be regarded as the ground truth of a super-resolved blur kernel.

2. Principles
Different from the conventional methods that uses point-like sources to measure the spatially varying
PSF, the proposed method introduces SPI technology to acquire the PSF. The main idea of our
method is to consider spatially varying PSF as the light transport coefficients between the object
and image points. And the coefficients can be obtained from both the perspective of object points
and the perspective of image pixels.

As shown in Fig. 1(a), if the optical system is affected by defocus and lens aberration, then the light
emitted from one object point will emerge in multiple camera pixels. Conventional PSF measurement
methods are based on this view and measure PSF using a point-like source. Meanwhile, the light
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Fig. 1. Schematic of the PSF in the optical system. (a) Effect of the PSF in the optical system.
(b) Conventional PSF measurement method from the perspective of object points. (c) Proposed PSF
measurement method from the perspective of image pixels.

collected by one pixel in the imaging sensor can be emitted from multiple object points. This
motivates us to measure the PSF from the perspective of camera pixels.

By applying SPI to a camera pixel, we can obtain the light transport coefficients from the object
points to the camera pixel. Moreover, all light transport coefficients between the object and image
points are acquired by applying SPI to all the camera pixels, that is, the spatial variant PSF. SPI-
based PSF measurement method not only provides a more direct way to represents how the light
of objects contributes to the response of the camera pixels, but also brings the characteristic of
high SNR imaging of SPI into the measurement of PSF.

The differences between the proposed method and the traditional PSF measurement method
are shown in Figs. 1(b) and 1(c). As shown in Fig. 1(b), the traditional PSF measurement method
acquires the PSF using point sources and obtains the light transport coefficients from a point source
to the pixel arrays. In Fig. 1(c), the proposed method obtains the PSF using SPI and acquires the
light transport coefficients from one image pixel to the object points. Both methods can acquire the
spatially varying PSF once all the light transport coefficients between the object and image points
are acquired.

2.1 Formulating the Imaging Formation Model

We analyze the image formation process for a single camera pixel using SPI technology based on
complete orthogonal bases and provide an analytical derivation of SPI-based PSF measurement.

In the general case of an optical system with spatial variant PSF, the image formation process
can be modeled as

I (u, v) =
∫∫

�

O (x, y) · h (x, y ; u, v)dxdy, (1)

where � represents the observed area of the input scene; I is the acquired image; (u, v) denotes
the 2D Cartesian coordinates on the image plane; O represents the input scene; (x, y) denotes the
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2D Cartesian coordinates on the object plane; h(x, y; u, v) denotes the spatially varying PSF of the
optical system, which also represents the light transport coefficients between the object point (x, y)
and the image point (u, v).

If we regard the camera pixel (u, v) as a single-pixel detector, then Eq. (1) will represent
the response of a single-pixel detector in a single measurement. Moreover, if we can modulate
the input scene O(x, y) and use it as an image forward transform kernel, then one coefficient in the
transform domain of h(x, y; u, v) will be obtained, which can be written as

H (m, n ; u, v) =
∫∫

�′
r (x, y, m, n ; u, v) · h (x, y ; u, v)dxdy, (2)

where �′ represents the modulated area of the input scene, H(m, n; u, v) denotes the coefficients of
h(x, y; u, v) in the transform domain, and r(x, y, m, n; u, v) represents the forward transform kernel
produced by the input scene O(x, y). Applying the inverse transform to H(m, n; u, v) yields

h (x, y ; u, v) =
∫∫

�

s(x, y, m, n ; u, v) · H (m, n ; u, v)dmdn, (3)

where � represents the transform domain area corresponding to the input scene, and s(x, y, m,
n; u, v) denotes the inverse transform kernel corresponding to r(x, y, m, n; u, v). Equations (2)
and (3) indicate that the spatially varying PSF h(x, y; u, v) can be acquired by applying SPI to all
the camera pixels. SPI, which uses the patterns of standard orthonormal bases, is proposed to
acquired high-quality 2D images and high SNR [17]; thus, we adopt the FSI method to achieve
an accurate PSF measurement. The details of the method are introduced in the next sub-section.
Here, we are considering the FSI method only. Of course, other kind of SPI method can also be
used to measure the PSF.

2.2 FSI-Based PSF Measurement

We formulate the FSI-based measurement method for spatially varying PSF. The FSI method
acquires the Fourier coefficients of a scene by illuminating the detected object with phase-shifting
sinusoidal-structured light patterns using a detector without spatial resolution. The reflectivity of the
captured object is then obtained by applying inverse Fourier transform (IFT) to the acquired Fourier
spectrum of the object [14].

In our method, we use an LCD screen to display the sinusoidal-structured light patterns used
in FSI [14] as the modulation of the input scene. An industrial camera is employed to collect the
Fourier coefficients. Every camera pixel can be regarded as an SPI detector; thus, we can obtain
an image that represents the spatially varying PSF h(x, y; u, v) of the camera pixel (u, v) by applying
IFT to a camera pixel. The image also represents the light emitted from the LCD screen point
(x, y), which the camera pixel (u, v) can collect. We show the imaging system setup of the proposed
FSI-based PSF measurement in Fig. 2.

To measure the PSF, the illumination pattern Pϕ from FSI [14] is displayed on the LCD screen
[Fig. 3(a)], which can be expressed as follows:

Pϕ

(
x, y ; fx , fy

) = a + b · cos
(
2πfx x + 2πfy y + ϕ

)
, (4)

where (x, y) denotes the 2D Cartesian coordinates on the LCD plane, (fx , fy ) represents the spatial
frequency of the sinusoid pattern, ϕ is the pattern initial phase, a is the average image intensity,
and b is the amplitude of the sinusoid pattern. A camera is used to collect the light emitted by the
LCD screen. Thus, the response Rϕ of the camera is obtained as follows:

Rϕ

(
u, v; fx , fy

) =
∫∫

�

Pϕ(x, y ; fx , fy ) · h (x, y ; u, v)dxdy + R n , (5)

where � represents the illumination area generated by the screen, (u, v) denotes the 2D Cartesian
coordinates on the camera pixel plane, h(x, y; u, v) is the spatially varying PSF for the optical
system, and R n is the response of the camera pixel to environmental light. Then, the four-step
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Fig. 2. Imaging system setup of the FSI-based PSF measurement. The LCD screen displays the
sinusoidal-structured light patterns. The camera captures the pattern on the screen. PSF is then calcu-
lated using the obtained data.

Fig. 3. Schematic of acquiring PSF using FSI. (a) The camera captures the sinusoidal patterns on the
LCD screen as the modulate input scene. (b) The four-step phase-shifting method is applied to the
captured signal of pixel (u0, v0) to obtain the Fourier coefficients H (u0, v0; fx , fy ). (c) IFT is performed
to H (u0, v0; fx , fy ) to calculate the collected image of the object light by pixel (u0, v0).

phase-shifting method is used to acquire the Fourier coefficients by modulating the illumination
pattern Pϕ. For a specific spatial frequency (fx , fy), we can change the phase ϕ (0, π/2, π, 3/2π) of
the pattern to obtain one Fourier coefficient H (u, v; fx , fy ) that corresponds to the PSF h(x, y; u, v)
in the Fourier domain, which yields

H
(
u, v; fx , fy

) = 1
2b

· {[
R 0

(
u, v; fx , fy

) − Rπ

(
u, v; fx , fy

)]

+j · [Rπ/2
(
u, v; fx , fy

) − R 3π/2
(
u, v; fx , fy

)]}

=
∫∫

�

h (x, y ; u, v) · exp
[−j2π(fx x + fy y)

]
dxdy . (6)

The factor exp[−j2π(fx x + fy y)] is the 2D Fourier transform kernel. Equation (6) indicates that
the Fourier coefficients H (u, v; fx , fy ) [Fig. 3(b)] corresponding to the PSF h(x, y; u, v) can be
obtained by applying the four-step phase-shifting method to the obtained camera response Rϕ. In
the meantime, the differential measurement in Eq. (6) can efficiently remove the response of the
environmental light and the direct current (DC) component.

M × N Fourier coefficients are required to obtain an M × N image of PSF h(x, y; u, v), which
indicates the light transport coefficients from M × N pixels of the LCD plane to the camera pixel
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Fig. 4. Schematic of the blur kernel from Eq. (7). For each camera pixel (u, v), Eq. (7) can calculate an
image that can be regarded as the blur kernel from the high-resolution LCD plane to the low-resolution
camera plane.

(u, v). Thus, M × N × 4 images of the sinusoid patterns should be acquired. As the Fourier
spectrum is conjugate symmetric for the natural signal, only half of the images should be acquired.
By conducting IFT to the acquired Fourier spectrum, h(x, y; u, v) can be obtained [Fig. 3(c)], which
can be expressed as follows:

h (x, y ; u, v) = IFT (H (u, v; fx , fy )). (7)

The obtained result merely corresponds to one pixel on the image plane. To measure the complete
spatially varying PSF h(x, y; u, v), the proposed method should be conducted to all the pixels of the
camera. The calculation for all the camera pixels can be performed in parallel because the camera
pixels collect the Fourier coefficients simultaneously. The entire spatially varying PSF h(x, y; u, v)
can be acquired by combining all the calculation results.

The schematic of acquiring h(x, y; u0, v0) for one camera pixel (u0, v0) using FSI is shown in
Fig. 3. The camera pixels capture the sinusoidal patterns on the LCD screen. The Fourier spectrum
H (u0, v0; fx , fy ) corresponding to camera pixel (u0, v0) can be acquired by applying the four-step
phase-shifting method to the captured signal. The light transport coefficients from the object points
to the camera pixel (u0, v0) can be obtained by applying IFT to H (u0, v0; fx, fy).

Furthermore, the result from Eq. (7) can be regarded as the ground truth of the blur kernel from
the high-resolution image displayed on the LCD screen to the low-resolution image captured by the
camera. As shown in Fig. 4, the pixel on the low-resolution camera plane captures the light emitted
from multiple pixels on the high-resolution LCD plane. The image that Eq. (7) acquires represents
the true weights of the object points (x, y), which contribute to the response of the low-resolution
camera pixel (u0, v0). The image also represents the spatial variant PSF result h(x, y; u0, v0) from
the perspective of the camera pixel (u0, v0).

2.3 Comparing the PSF Measurement Result

The conventional PSF measurement methods based on a point-like source merely acquire the
PSF from the perspective of object point. Each measurement result obtains PSF h (x i , y i ; u, v) that
corresponds to one point (x i , y i ) on the object plane. The proposed method acquires the PSF from
the perspective of camera pixels. Each calculation obtains PSF h (x, y ; u i , vi ) that corresponds to
one pixel (u i , vi ) on the image plane.

To compare the result of the conventional method with that of the proposed method, the following
process was conducted:

Step 1: Acquire the PSF based on conventional point-like source method. Record the point source
coordinates (x0, y0) and the PSF h(x0, y0; u, v) distribution image. The process is shown in
Fig. 5(a).

Step 2: Apply SPI to the camera pixel (u0, v0) and acquire h(x, y; u0, v0). The process is shown in
Fig. 5(b).
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Fig. 5. Schematic of comparing the PSF result of the conventional method to that of the proposed
method. (a) Schematic of acquiring h(x0, y0; u, v) using the conventional method. (b) Schematic of
acquiring h(x, y; u0, v0) using the proposed method. (c) Process of acquiring h(x0, y0; u, v) by the
proposed method.

Step 3: Conduct the proposed method to all the pixels of the camera and obtain the PSF
h (x, y ; u i , vi ) of all the camera pixels. Thus, the spatially varying PSF h(x, y; u, v) is obtained.
For each SPI result h (x, y ; u i , vi ), extract the value of h (x0, y0; u i , vi ). By recombining all the
h (x0, y0; u i , vi ) from all the pixels (u i , vi ), the same PSF h(x0, y0; u, v) to the result of Step 1 is
obtained. Figure 5(c) shows the schematic of acquiring the PSF h(x0, y0; u, v) using our method.

2.4 The Improvement of the SNR

The PSF measurement process is affected by the noise of the imaging sensor. In traditional PSF
measurement method, the image of PSF is detected by the imaging sensor. The noise is directly
added to the corresponding pixel value and thus causes the decrease of SNR. In proposed PSF
measurement method, as shown in Eq. (5) and (6), the Fourier coefficients of the PSF image
is obtained. The noise of the sensor is added to the Fourier coefficients. Furthermore, PSF is
reconstructed by applying IFT to the obtained Fourier spectrum [Eq. (7)]. The pixel value in the
reconstructed image is a weighted sum of all measured coefficients in the Fourier domain. Such
an averaging process allows evening out errors [15], [18] and thus improves SNR of the PSF
measurement.

In conclusion, the proposed method not only acquires the spatially varying PSF h(x, y; u, v), which
represents the light transport coefficients between the object and image points, but also obtains an
accurate blur kernel that corresponds to every camera pixel. Moreover, the proposed method can
achieve a better SNR measurement than the conventional method. This result can be attributed
to the adopted four-step phase-shifting method which eliminates the DC term and the averaging
process of IFT which evens out the errors in measurement.

3. Experiments
The structure of our experiment setup is shown in Fig. 6. The system is composed of an LCD
screen, a camera with a lens to be tested, and a computer that controls the LCD screen and
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Fig. 6. Image of the experimental setup. The LCD screen is placed 0.5 m away from the camera. The
sinusoidal patterns are displayed on the screen. The camera captures the patterns and transfer the
data to the computer.

acquires the images. The LCD screen is a Philips 242P6VPJKEB screen with 3840 × 2160 pixels
and 0.2715 mm × 0.2715 mm pixel size. A Basler acA1600-20 gm camera using a Computar lens
was used to obtain the pattern images. The spatial resolution of the camera is 1600 × 1200 pixels,
and the pixel size is 4.5 μm × 4.5 μm. The focal length of the lens is approximately 8 mm, and
the f-number is set to 4.0. The distance between the center of the entrance pupil and the center
of the LCD screen is approximately 0.5 m. The result images were acquired and processed by the
computer.

We adopted the FSI approach as the SPI method for measuring the PSF due to its anti-noise
and high-quality imaging characteristics. The fringe patterns with π/2 phase shifting in the same
frequency were displayed on the LCD screen. The camera recorded the fringe patterns sequentially.
We applied the four-step phase-shifting method to the acquired fringe patterns to obtain the Fourier
coefficients for each camera pixel. We conducted the IFT to the acquired Fourier spectrum of all
the camera pixels to measure the spatially varying PSF accurately.

3.1 Measuring the PSF of Camera Lens

The PSF measuring experiments for one area of the camera field of view were conducted to prove
the accuracy of the proposed method. First, the LCD screen with 3840 × 2160 pixels was captured
by the camera with 1600 × 1200 pixels to ensure that one pixel of the LCD screen could be captured
in one camera pixel. Then, the fringe patterns were displayed on the 24 × 24 center area of the
LCD screen. The FSI method was conducted to all the camera pixels in the corresponding fringe
area on the camera plane, which occupied about 15 × 15 pixels.

Part of the FSI results are shown in Fig. 7. The FSI results of the camera pixels represent the light
of the LCD pixels collected by the camera pixels. The images could also be regarded as the PSF
h (x, y ; u i , vi ) from the perspective of the camera pixels (u i , vi ), which can work as a blur kernel
from the high-resolution LCD image to the camera pixel (u i , vi ).

We obtain the distribution of h(8, 12; u, v) by applying FSI to all the camera pixels (u i , vi ) that
corresponded to the fringe area and extracting the value of the FSI result h (8, 12; u i , vi ). The PSF
result h(8, 12; u, v) of the proposed method is shown in Fig. 8(a). We also displayed a white
dot at coordinates (8, 12) on the same area of the fringe patterns on the LCD screen to acquire
the traditional measurement result [11] of PSF h(8, 12; u, v). The distribution result is shown in
Fig. 8(b). To compare the result of the proposed method to the conventional method, we normalized
the PSF results and the difference is shown in Fig. 8(d). The result in Fig. 8(d) implies that the
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Fig. 7. Part of the FSI results of the camera pixels. The 3D bar graph and the grayscale image of FSI
results of the camera pixels (7, 2), (7, 7) and (7, 12) are shown in Fig. 7(a), Fig. 7(b) and Fig. 7(c)
respectively.

Fig. 8. PSF measurement results of the proposed method. (a) PSF result h(8, 12; u, v) using the
proposed method. (b) PSF result h(8, 12; u, v) using the conventional method. (c) Grayscale image of
h(8, 12; u, v) using the proposed method. (d) Difference of the normalized PSF between the conventional
and proposed methods.
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Fig. 9. One of the displayed fringe patterns used in the experiment and the obtained PSF results in
different camera areas using the proposed method. (a) Part of the fringe pattern array with frequency
(0, 2) used in the experiment. (b) Fringe pattern captured by the camera. (c) PSF results in different
areas of the camera field of view using the proposed method.

proposed method could obtain PSF result of the camera lens like the result obtained by traditional
method.

We used the proposed method based on FSI to measure the PSF in different areas in the camera
field of view to verify that the PSF is spatially variable because of the wide field of view and the lens
aberration. Theoretically, we can measure the spatially varying PSF h(x, y; u, v) by applying FSI to
all the camera pixels. In practice, to measure the PSF through the whole camera field of view, the
light transport coefficients between the LCD screen pixels (3840 × 2160) and the camera pixels
(1600 × 1200) should be acquired. According to [14], 3840 × 2160 × 2 patterns of FSI are required
to displayed on the LCD screen and captured by the camera, which is time-consuming. Thus, we
measured the PSF efficiently by displaying 24 × 24 pixel-sized fringe patterns on multiple areas
of the LCD screen simultaneously. Consequently, we could obtain the spatially varying PSF in the
multiple fringe areas under the same time consumption as measuring the PSF in a single 24 × 24
fringe area. We show one of the cropped portions of the FSI-fringe patterns used in the experiment
in Fig. 9(a) and the corresponding captured fringe pattern in Fig. 9(b).

For every fringe area, we applied FSI to all the camera pixels (u i , vi ) and extracted the value of
h (8, 12; u i , vi ) to form the PSF distribution. The PSF results in different areas using the proposed
method are shown in Fig. 9(c). The results indicate that the PSF is not only spatially variable but
also radially asymmetric, especially in the edge area of the camera field of view.
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Fig. 10. PSF comparison results between the conventional and proposed methods. (a) Mean PSF results
of the conventional method. (b) Mean PSF results of the proposed method. (c) Standard deviation of the
PSF result using the conventional method. (d) Standard deviation of the PSF result using the proposed
method.

3.2 Comparing the PSF Results

The proposed method aims to measure the spatially varying PSF from the perspective of camera
pixels. Meanwhile, the SNR of the PSF measurement result is improved by applying SPI to the
PSF measurement. In this part of the experiment, we compared the measured PSF result using
the proposed method with that using the conventional method. We mainly concentrated on the
fluctuation of the result of multiple experiments to determine the noise level of the PSF results
because the ground truth of the PSF is unavailable.

We repeated the experiments mentioned in Section 3.1 eight times. The eight results of PSF
h(8, 12; u, v) were acquired using the conventional and proposed methods. The value of the PSF
was mapped to [0,1]. For each experiment, to acquire the spatially varying PSF at every pixel of a
24 × 24 area, the number of the required images is 24 × 24 × 2 for proposed method and 24 ×
24 for conventional method. To ensure the fairness of the comparison, two images were averaged
to obtain the PSF result at one pixel for conventional method. Therefore, the number of required
images to measure PSF at every pixel is identical for both methods. The mean value of the eight
results for both methods are shown in Figs. 10(a) and 10(b). We considered the value of each pixel
as an independent variable and calculated the standard deviation of the measured result for each
pixel, as shown as follows:

σ =
√√√√ 1

N − 1
·

N∑
i=1

(x i − x̄)2
, (8)
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TABLE 1

Mean Standard Deviation of the Conventional Method on Different Exposure Time

TABLE 2

Mean Standard Deviation of Proposed Method

where N denotes the times of measurement, x i represents the value of one pixel of the PSF in
experiment i, and x̄ is the mean value of x i . The experiment result of the standard deviation for
the conventional and proposed methods is shown in Figs. 10(c) and 10(d). To fit the 60 Hz refresh
frequency of the LCD screen, the camera exposure time for both methods was preferably set as an
integer times of 1/60s.

We find that the mean standard deviation of the proposed method is considerably less than
the conventional method by calculating the mean value of the standard deviation images for both
methods. We also increased the camera exposure time of the conventional method and acquired
the mean value of the standard deviation image. The result is shown in Table 1 and Table 2. The
conventional method should increase the exposure time to seven times of the proposed method
to achieve a similar mean standard deviation value as the proposed method. Therefore, the result
fluctuation of the proposed method is considerably less than the traditional method with the same
exposure time. This result indicates that the proposed method can efficiently improve the SNR of
the spatially varying PSF measurement.

Furthermore, as mentioned in Section 2, the proposed method can obtain PSF from the perspec-
tive of the camera pixels. We conducted an experiment for the quantitative comparison of the PSF
result by the proposed method from the perspective of camera pixels with that by the conventional
method from the perspective of object points.

We displayed a sharp image with the resolution of 149 × 90 pixels [Fig. 11(a)] on the LCD screen
and used a camera to capture the image. The sharp image was blurred by the camera lens and
occupied 90 × 55 camera pixels [Fig. 11(b)].

Then, we blurred the sharp image using the PSF acquired by the proposed method [Fig. 12]. We
applied the proposed method to measure the spatially varying PSF h(x, y; u, v) from the perspective
of camera pixels based on FSI. The FSI result of the pixel (u, v) can be regard as a specialized
kernel h(x, y; u, v) for the pixel to blur the sharp image. The process of generating the blurred image
can be expressed as:

g (u, v) =
M −1∑
x=0

N −1∑
y=0

f (x, y)·h (x, y ; u, v), (9)

where f(x, y) is the original sharp image with the resolution of M × N, g(u, v) is the generated
blurred image, (x, y) is the 2D Cartesian coordinates on the LCD plane, (u, v) is the 2D Cartesian
coordinates on the camera pixel plane. Thus, the pixel value of the generated blurred image can
be directly obtained by calculating the inner product between the specialized kernel and the sharp
image. The generated image is shown in Fig. 11(c).
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Fig. 11. Comparison of the accuracy of the blur model. (a) Original sharp image displayed on the LCD
screen. (b) Image captured by the camera. (c) Generated blurred image using PSF from the perspective
of camera pixels measured by the proposed method. (d) Generated blurred image using PSF measured
by the traditional method and fitted by the Gaussian model. The image shown in Fig. 11(c) is more
similar to the image in Fig. 11 (b) than the image in Fig. 11 (d). The correlation coefficients between
the generated images and the images captured by the camera are 0.9959 for proposed method and
0.9847 for the traditional method.

Fig. 12. The schematic diagram of generating the blurred image using PSF obtained by proposed
method. Applying FSI to all the pixels, a specialized kernel for each pixel can be acquired. And the pixel
value of the blurred image can be obtained by calculating the inner product between the specialized
kernel and the sharp image.

Moreover, we displayed a white dot on the screen and obtained a traditional PSF distribution on
the camera pixels. A Gaussian model was employed to fit the PSF distribution and convolve the
standard image. Then, the standard image was resized to 90 × 55. The generated blurred image
is shown in Fig. 11(d).

Intuitive perception of the images in Fig. 11 shows that the image in the blue box in Fig. 11(d) is
sharper than the image in Fig. 11 (b), whereas the image in the red box in Fig. 11(d) is fuzzier than
that in Fig. 11(b). However, the image in Fig. 11(c) remains the same in both selected area as the
image in Fig. 11(b). Therefore, the proposed method can generate a more accurate blurred image
than the traditional method.

We calculated the accuracy of the blurred images using the correlation coefficient r between the
generated blurred images and the captured images. The correlation coefficient increases with the
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image resemblance and is defined by

r =
∑

m

∑
n

(
A mn − A

) · (B mn − B )√(∑
m

∑
n

(
A mn − A

)2
) (∑

m

∑
n

(
B mn − B

)2
) , (10)

where r denotes the correlation between the two images; A and B represent the image matrix with
indexes m and n; and Ā and B̄ are the mean values of matrixes A and B, respectively.

The correlation coefficients between the images captured by the camera and the generated
images are shown in Fig. 11. The correlation coefficient is 0.9959 for the proposed method, whereas
0.9847 for the traditional method. The comparison of the correlation coefficients indicates that the
proposed method can provide a more accurate model to fit the camera blur compared with the
traditional Gaussian model.

4. Conclusion
We use the SPI technology for PSF measurement. The proposed method excels at measuring the
spatially varying PSF and achieves high SNR measurement without a laser source. It can also
acquire PSF from the perspective of camera pixels, which can provide an accurate model to fit the
camera blur.

The key idea of the proposed method is to regard the spatial variant PSF as the light transport
coefficients between the object and image points. By employing the SPI technology, the visible
region of the scene observed by the camera pixel can be measured by proposed method, which
can be regarded as the PSF obtained from the perspective of camera pixel. The SNR of PSF
measurement can also be improved by proposed method.

Any type of the SPI method can be adopted to obtain the light transport coefficients. SPI methods
based on orthogonal bases, such as FSI, can reconstruct high-quality images. Thus, we adopt the
FSI to achieve an accurate PSF measurement.

However, the proposed method has limitations. Using the proposed method to measure the PSF
of the entire field of view of the camera is time consuming, and we had to resort to measuring the
PSF of multiple small areas in parallel. In our future works, a time-saving method for measuring the
PSF through the entire field of view of the camera based on SPI will be investigated.

The proposed method is experimentally capable of measuring accurate spatial variant PSF of
the camera lens with high SNR and does not require a laser source. Future research in PSF mea-
surement could benefit from the proposed method when laser source is not applicable. Moreover,
the proposed method is adaptive when the spatial variant PSF is required.
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