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Abstract: Recent extensive studies have promoted the imaging techniques through scat-
tering layers to a reality but the imaging quality still needs to be improved. We demonstrate a
high-speed method to image objects hidden behind a thin scattering medium. By analyzing
the imaging degradation model of the speckle correlation methods, a memory effect (ME)
based filter is proposed to improve the image quality of reconstructed images with decon-
volution operation. Comparing to Wiener filter and other related methods, the ME-based
filter can optimize the recovered images with the smaller mean square error, suppression
of noise background, and central maximum. The proposed ME filter is also applied to im-
prove the imaging method proposed for dynamic imaging through scattering layer with a
reference object. The artifact generated by the deviation of retrieved point spread function
can be effectively eliminated with a better imaging quality. This ME-based filter is promising
to improve the imaging quality for other deconvolution and speckle correlation methods.

Index Terms: Speckle correlation, deconvolution, ME based filter, scattering medium.

1. Introduction
Scatteringis an obstacle in many imaging scenarios because the information carried by the light
filed is scrambled. It seems impossible to look through scattering layers or around corners [1]
and our sights is blocked by smoke, mist, anisotropy biological tissues, or air turbulence [2]–[4].
However, the information of the objects is not completely lost after scattering [5]. A variety of
approaches have been proposed to find such “hidden information” in recent years. Techniques
such as wavefront shaping [6]–[10], time-of-flight imaging [11], time reversal or phase conjugation
[12]–[21], transmission matrix measurement [22]–[27], holography [28]–[32], and speckle correlation
[33]–[47] are demonstrated to effectively recover imaging through scattering media. Among them,
speckle correlation method is one of the most promising, as it doesn’t need coherent light sources,
raster-scanning, nor wavefront shaping devices. Speckle autocorrelation retrieval [33]–[40] has been
exploited to reconstruct objects non-invasively and even a camera phone is qualified for a single-shot
reconstruction [34]. Coherent speckle-correlation methods [41], [42] provide field-based information
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through thick scattering media. Deconvolution methods [42], [48]–[54] are exploited to demonstrate
real-time, 3D, and super resolved imaging. A point source has to be set previously to obtain its
speckle, called point spread function (PSF) [56]. Hence the deconvolution method is neither single-
shot nor non-invasively. However, the whole imaging system is well presented by the PSF, and
the deconvolution method normally turns out a high imaging quality. As a result, deconvolution
method is a good tool to analyze scattering phenomena and to explore the corresponding physical
mechanisms. For instance, the Field-Of-View (FOV) of the imaging system can be extended to
approach the memory effect (ME) range by reducing the applied pupil of the diffuser [48]. It was
further enlarged to exceed the ME range with spatial-correlation-achieved PSF [57]. A single-
shot monochromatic speckle pattern was adequate for color imaging because deconvolution still
works when the spectral overlaps existed [58]. We have recently reported the physical relationships
between the speckle patterns of different objects [59], between the PSFs at different depths of
object plane [60] and at different wavelengths [61]. Imaging with large FOV, super Depth-Of-Field
(DOF), for different objects, at different wavelength, real-time, single-shot and non-invasive has
been realized accordingly. It is obviously that better imaging quality will increase the imaging
capabilities and enlarge the application scope of the system. Phenomena or physical mechanisms
studied through deconvolution method can also be applied to speckle correlation methods and
other imaging recovery methods through scattering media.

In this paper, we present a speckle-imaging method to reconstruct incoherently illuminated ob-
jects that are hidden behind a thin scattering layer. It is the first time to analyze the noise model
of the imaging processing through scattering layer. Thus, a ME based filter is proposed for de-
convolution operation by analyzing the image degradation model. The imaging quality is improved
markedly after the ME based filter comparing to the conventional inverse filter, Wiener filter, and the
novel interferenceless method [55]. The proposed ME filter is also applied to improve the imaging
method proposed for dynamic imaging through scattering layer with a reference object [59]. The
artefact generated by the deviation of retrieved PSF can be effectively eliminated. Our method
has better consistency in restoring the center and edge of objects, and the suppression of noise
background is notable as well. The ME based filter is promising to improve the imaging quality for
other deconvolution and speckle correlation methods.

2. Experimental Principle
An imaging system, no matter how complicate its internal components are, may be lumped into a
single “black box” and be completely described by its PSF. The PSF is shift-invariant within the exit
pupil and reduces the object-image relation to a convolution equation. According to the memory
effect [62], [63], the speckle patterns from a thin scattering layer will follow the trend of incident
light when it is tilted a small angle. So if a thin scattering layer is inserted into a black box, the PSF
becomes a speckle pattern and only shift-invariant within a small range of angles (ME range) [1],
[62], [63]. By converting the angular shift invariance to lateral shift invariance, the speckle pattern
in the imaging plane is superposition of all PSFs from arbitrary point sources from the object. The
imaging process can be denoted as a correlation function as [62]–[67],

Ui(x i , y i ) = F (x i , y i )
∫∫

h I (x i , y i ; xo, yo)U∗
o(xo, yo)dxodyo (1)

Where subscripts i and o denote the image and the object plane respectively. F (x i , y i ) is the form
factor function defined as an angular correlation of the emerging speckle patterns of two incident
wavefronts with a tilted wavevector �qa = ka − ka′ ,

F (�qa) ∝ δ�qa ,�qb

(�qaL )2

sinh2(�qaL )
(2)

The F function has a bell shape curve of angular correlation and is more often referred to as
ME range. Imaging process through scattering layers is only valid within this range, leading to a
small FOV. However, most of the previous imaging reconstruction methods ignored the F function by
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setting F = 1 directly. Detailed instructions implied these methods (excepted PSF extending methods
[60]) to be effective only within or even much less than the ME range. On the other side, the analysis
and classification of noises during imaging is a pending question in speckle correlation methods.
The spatial slowly varying envelope of the scattered light pattern was eliminated by dividing the
raw imaging data by a low-pass-filter in autocorrelation method [34] and cross-correlation method
[31]. The noise-to-signal power ratio (NSPR) is commonly set to be a constant [48], [59]–[61] in
deconvolution methods because the present noise models are inadequate to depict the imaging
process through diffusers. It is interesting that, although looks disturbing, the speckle pattern is not
noise but signal correlated to its tilted angle in ME range. The light intensity of signal pattern under
incoherent illumination becomes,

Is (x i , y i ) = F (x i , y i )
∫∫

PSF (x i , y i ; xo, yo) O (xo, yo) dxodyo. (3)

When the speckle pattern is almost uniform distribution, the light intensity of evaluated noise
would be generated by the degraded PSF (DPSF), and defined as,

In (x i , y i ) = [1 − F (x i , y i )]
∫∫

D PSF (x i , y i ; xo, yo) O (xo, yo) dxodyo. (4)

According to the convolution theorem, the Fourier transformation power spectrum of the unde-
graded image becomes,

Sf = |F {IS (x i , y i )}|2 = ∣∣F̃ ∗ [
P̃SF · Õ

]∣∣2, (5)

where F{} is a symbol of Fourier transformation. F̃ , P̃SF and Õ are 2D Fourier transforms of F, PSF
and O respectively.

The Fourier transformation power spectrum of the noise is,

Sn = |F {In (x i , y i )}|2 =
∣∣∣
[

˜D PSF · Õ
]

− F̃ ∗ [
P̃SF · Õ

]∣∣∣2. (6)

Assuming that PSFs of different object points have similar frequency spectrum envelopes |P̃SF | ≈
| ˜D PSF |, the noise to signal ratio becomes as,

Sn

Sf
≈

∣∣1 − F̃
∣∣2

∣∣F̃ ∣∣2 (7)

To obtain the best excepted image, the restored image in frequency domain can be derived as

Õ =
[ ∣∣P̃SF

∣∣2
P̃SF · ∣∣P̃SF

∣∣2 + Sn/Sf

]
Ĩ , (8)

where Ĩ is 2D Fourier transform of the intensity of speckle pattern I. By introducing (7) into (8), a
ME based filter which dedicated to scatter imaging is designed. If the noise is 0 (the noise power
spectrum Sn (x i , y i ) vanishes), the filter will be simplified to an inverse filter. If the term of Sn/Sf is set
to be a constant, the filter will be simplified to a wiener filter.

3. Experiment Setup and Results
The experimental setup is shown schematically in Fig. 1. For the deconvolution process, a pinhole
with a diameter of 100 μm (or a reference object) is illuminated by an incoherent beam from a
light emitting diode (1 W red LED source by Daheng Optics, GCI-060401). The light is transmitted
through the scattering layer (Thorlabs, 120 grid ground glass) and the PSF is collected by an image
sensor (Basler, ACA2040-90UM). Then the pinhole is replaced by an object (a mask with a specific
pattern as shown in Fig. 2) and the speckle pattern is captured by the same CCD. The distance

Vol. 10, No. 5, September 2018 6901010



IEEE Photonics Journal Memory Effect Based Filter to Improve Imaging Quality

Fig. 1. The schematic of the experimental setup.

Fig. 2. CAD designed diagram of the tested objects. (a) Snowflake. (b) Chinese characters “��.” The
red circle and yellow circle indicate the ranges of ME (6.0 mm diameter) and of FOV (3.6 mm diameter)
respectively.

Fig. 3. The reconstructed images of snowflake (first row) and “��” (second row) with Wiener filter
by setting NSPR (Sn/Sf) as (a) 0.001, (b) 0.01, (c) 0.1, (d) 1, (e) 10 and (f) 0.1 respectively. The peak
values of the central point are setting to as the average of the surrounding pixels except (f). The inserted
numbers are the calculated MSEs and the inserted figures in (f) are the 30 enlarge view of the center
areas.

from the object plane to the scattering medium (do) is 120 mm and that from the scattering medium
to the CCD to the scattering media (di) is 100 mm.

The CAD designed diagrams of the tested objects are shown in Fig. 2. A snowflake and Chinese
characters “��” are used as the patterns ablated by an optical fiber laser marking machine
(ML1064-W20, Guangdong Shunde Muller Intelligent Equipment Co., Ltd.) through an aluminum
sheet (thickness: 0.17 mm).

The images of the object’s shape can be easily retrieved by Wiener filter with the PSF and the
speckle pattern, as shown in Fig. 3. Here, mean square error (MSE) index is chosen for evaluating
the quality of reconstructed images, which is defined by

MSE = 1
M · N

M −1∑
x=0

N −1∑
y=0

[
D (x i , y i ) − ∧

D (x i , y i )
]2

, (9)
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Fig. 4. The reconstructed images of snowflake and “��” with (a) ME base filter, (b) Wiener filter at
NSPR = 0.1, (c) Wiener filter at NSPR = 1 and (d) inverse filter. The inserted numbers in (a)–(e) are
the calculated MSEs. The peak values of the central area at (b)–(d) are setting to as the average of the
surrounding.

where
∧
D (x i , y i ) is the reconstructed image, D (x i , y i ) is the reference image. Every MSE value of

“��” images is smaller than that of snowflake. That is because the size of “��” is smaller and
the object of “��” has more area within ME range. By setting the NSPR from 0.001 to 10, the
smallest MSE is obtained at NSPR = 0.1. Higher NSPR results higher intensity of the central
area and background when wide spectrum light source (e.g., LED) is used. In addition, the noise
models commonly used in digital image processing (including Wiener filter) are analyzed mostly in
frequency domain, including white noise, Gauss noise, Rayleigh noise and so on. There is not a
proper model describing the degeneration of the speckle correlation. It is interesting that the noise
level of ME based deconvolution changes according to the location deviation of the object point
from the reference point, that is, the noise at the center point is almost zero while the NSPR far
away from the reference point becomes very large. What’s more, the center of the image (Fig. 3(f))
has a quite bright central area, causing the whole picture to be dark and difficult to discern. For
visualization, the central area of 5 ∗ 5 pixels in Fig. 3(a)–(e) has to been artificially setting as the
average of the surrounding pixels.

To show the improvement of the proposed method, the reconstructed images of snowflake and
“��” of ME based filter, Wiener filter and inverse filter are shown in Fig. 4. The ME based filter
is realized by adding a ME based NSPR (Eq. (7)) matrix into the Wiener filter (Eq. 8). Since the
F function has a bell shape similar to the Gaussian function, its Fourier transform is also in a bell
shape. The NSPR matrix according to Eq. (7) is an inverted bell, in which the values of the central
area are almost zero and the values of the outer (supposed to be infinite) are set to be 10. The full
weight half maximum (FWHM) of the F function is M E × di /do/sp = 909 pixels, where sp = 5.5 μm
is the pixel size of the CCD. The imaging quality is boosted after the ME based filtering, which have
higher definition and contrast than that of other images. It is worth mentioning that, the peak value
of the central area is not exceptional strong. Consequently, the central point suppression operation
(averaging of the surrounding pixels applied with Wiener filter) is not necessary in Fig. 4(a) and (e).
In comparison, the recovered images of inverse filter are overwhelmed by the background noises
(Fig. 4(d) and (h)). The image recovered by Wiener filter looks much better although the background
noises are still strong (Fig. 4(b), (c), (f), and (g)).

The cross-sections of the intensity of snowflake in different positions are shown in Fig. 5. Two
different positions in Fig. 5(a) are selected for analyzing the experimental results. Fig. 5(b) and
(c) show the intensity cross-sections through position 1 and position 2 respectively with three
different restored methods mentioned in Fig. 4. The curves of inverse filter are floored in the noise
with stronger average intensity. The step curves show that the object edge can be recovered by
Wiener filter with different NSPR. Higher NSPR results stronger background intensity. The ME
based filter can recover these step curves better with a steeper slope and suppression background,
which indicates that the proposed ME based filter method can increasingly enhance the quality of
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Fig. 5. The cross-sections of the intensity of snowflake. (a) The snowflake image with a position mark.
(b) and (c) The intensity cross-section in the position marked with “1” and “2” respectively.

Fig. 6. Imaging through scattering layer with a reference object. (a) and (e) Image binaryzations.
(b) and (f) Speckle patterns of the reference objects “G” and snowflake respectively. (c) and (g) Imaging
reconstruction with the PSF retrieval method [50] ((a) and (b) was used to reconstruct (c), (e) and
(f) was used to reconstruct (g)). (d) and (h) Imaging reconstruction with the ME filter.

restored images. When defining “contrast” as CM = (LH − LL)/(LH + LL), where LH and LL are the
brightest and the darkest values respectively. The CM values of these four methods are 0.34, 0.48,
1.0, and 0.45 for Weiner0.1, Weiner1, ME based method and Inverse method respectively.

In order to further demonstrate the advantages of the ME based filter in restoration quality
improvement, we apply it to the imaging method through scattering layer with a known reference
object [59]. It is reported that the PSF of the scattering system can be extracted from a static
reference object in a dynamic scene. And the extracted PSF is applied to image other unknown
objects in the scene. The process of Ref. [59] is as followed. The image of a reference object (letter
“G” about 1 mm high, Fig. 6(a)) and its corresponding speckle pattern through the scattering layer
(Fig. 6(b)) were captured previously. An unknown tested object (here is a letter “N”) is then replaced
(or added adjacent to) the reference object, resulting in a different speckle pattern (not shown here).
Using the information of reference object (Fig. 6(a) and (b)), the PSF of the scattering system can
be retrieved. The image of the tested object behind the scattering layer is recovered according to
the equation of Ĩ D = Ĩ R × S̃M /S̃R [59]. The reconstructed result is shown in Fig. 6(c). One main
drawback of this method is that the reconstructed image shows a big artefacts whose shape seems
like the shadow of the reference object, even though the reference object was removed (“G” shaped
shadow in Fig. 6(c)). It is because the correlation of the speckle patterns from different object points
is degraded, so that the retrieved PSF is deviated from the real PSF and the artefacts is generated.
Actually, the PSF retrieval process in this paper can be simplified into a deconvolution. According
to Eq. (3) and (4), the speckle pattern I contains DPSF while the object has a perfect imaging O
as a known shape. Hence the shape information of the known object is added into the retrieved
PSF. This problem can be solved by applying the proposed ME based filter the PSF retrieval
process. Multiplying O by the F function, the degradation in correlation adds to the object and the
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retrieval PSF would not contain any information of the known object. And finally, the quality of the
reconstructed image improves a lot and the artifacts related to the reference object is removed
(Fig. 6(d)).

Another example is shown in Fig. 6(e)–(h). Here a scene with larger objects is tested. The
snowflake is used as the reference object (Fig. 6(e)) and mask of “��” is as the test object.
The restored result with method reported in Ref. [59] is shown in Fig. 6(g). It is obvious that the
shadow of the snowflake cannot be removed, which leads to a messy pattern. In comparison, by
applying the proposed ME based filter twice (PSF retrieval and imaging reconstruction), the quality
of restored image improves a lot. As it is shown in Fig. 6(h), the shape of “��” can be clearly
resolved.

4. Discussion
In addition, the novel interfereless method [55] is tested for comparison in the same way, the best
MSEs of snowflake and “��” are 0.6786 and 0.6972 respectively. The MSE vs. γ curve is similar
to the curve in literature, but the optimization point is offset to γ = 0.6. The reason for this deviation
may be that the tested objects is larger, almost filled the ME range, and the spectral width in the
paper is larger. Unlike Wiener filter needs to adjust a wide range of NSPR, the best γ value is easy
to be found with the interfereless method.

The FOV in Fig. 2 is obviously smaller than the ME range, which cannot meet the simple equation
of ME = FOV/R [30], where R is the object distance. Because the CCD has a limited sensor area
and can only capture part of the correlated speckles. If the speckle halo is partially captured, it will
results in a smaller FOV compared with the theoretical limitation. To enlarge the system’s FOV, a
demagnifying lenses system was suggested to be introduced [48]. If the speckle halo can be fully
captured, the FOV angle can approach to the ME range. Moreover, there are several methods to
improve the quality of the reconstructed images in experiment by taking into account the ME range.
Since the deconvolution methods are based on an assumption that scattering medium is a linear
shift-invariant system. A paraxial target with small size or a scatter layer with large ME range would
satisfy to this assumption better. Narrower bandwidth of the illuminating light source and sparsity
of the objects result a better speckle contrast [66]. A laser (i.e., He-Ne) passing through a rotating
diffuser is often used as the light source benefited from its high speckle contrast. On the other side,
if the dynamic range of the CCD is high enough and the readout noise is low enough, the influence
of low speckle contrast can be ignored. The speckle contrast can be increased with a larger size of
speckle pattern. By placing a diaphragm before the diffuser to reduce its effective area, the speckle
pattern will obviously be enlarged. Inserting a lens (e.g., objective lens) close to the diffuser (within
its focal length) can also limit the effective area of the diffuser with the small entrance pupil of the
objective lens.

The proposed ME based filtering introduces a filter, which varies in space. It is promising fit to
the actual scattering process and can be revealed the correct NSPR when doing deconvolution
restoration. The ME based filtering method can vastly suppress the central disturbance comparing
to other normal methods mentioned in this paper. So that it can help to expand the application of
deconvolution scattering imaging technique, especially for situation when the tested object contains
fine structure in the imaging center. By introducing the ME based filtering, the time consumption of
the image reconstruction processing only increases a little [48]. It takes about 1.1 ms for a single
image (2048 × 2048 pixels) reconstruction by a commercial GPU (NVIDIA GTX 970) (corresponding
to a frame rate of 0.9 kHz) with the advantages of parallel computing.

5. Conclusion
In conclusion, we demonstrate a high-quality method to image objects through a thin scattering
medium with ME filtering. The proposed method of the ME based filter has better consistency in
restoring the center and edge of objects, and the effect of background suppression is notable. We
believe it is more close to the real scattering situation by considering the noise model of the scattering
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process when doing deconvolution imaging calculation. The proof-of-concept experiment for the
proposed method can be carried out under incoherent optical system. Therefore, the requirements
of good coherence source and precisely alignment are not as strict as the case of coherence optical
system. Furthermore, the scattering medium chosen in this paper are a common scattering layer
with inhomogeneous structure and strong ability to scatter light. So that it can be replaced with
some natural scatter media such as human skin, tissues, fog and other turbid media. Accordingly,
our method can be easily expanded to a variety of applications with different complex environments.
The proposed ME based filter is promising to improve the imaging quality for all deconvolution and
speckle correlation methods. By improving the restoration quality a bit step, we hope this method
can push the applications of decovolution scattering imaging a bit step.
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