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#### Abstract

The speed of continuous variable quantum key distribution is limited by the reconciliation efficiency and the reconciliation frame error rate (FER) in the reconciliation phase. In this paper, we propose an approach that may increase the reconciliation efficiency and decrease the FER. In detail, to increase the reconciliation efficiency, rather than using the block low-density parity-check (LDPC) codes, such as quasi-cyclic LDPC codes, multiedgetype LDPC codes, and punctured LDPC codes, this paper introduces spatially coupled (SC) LDPC codes to the reconciliation phase. To decrease the FER, we propose a new reconciliation scheme based on the special structure of SC-LDPC codes. To demonstrate the performance of the proposed approach, we construct the SC-LDPC codes based on quasi-cyclic repeat-accumulate codes. It is shown that the proposed scheme leads to higher reconciliation speed than that of the previous reconciliation schemes.


Index Terms: Continuous variable quantum key distribution (CVQKD), reconciliation efficiency, low-density parity-check (LDPC) code.

## 1. Introduction

In the processes of exchanging secret keys between two legitimate users Alice and Bob, it has been proved that quantum key distribution (QKD) is secured and also guaranteed by the laws of quantum physics. In QKD, cryptographic keys are encoded on photons, which is impossible for an eavesdropper, Eve, to attack without being detected [1]-[4]. Though discrete-variable QKD is commonly used [5]-[11], continuous-variable QKD (CVQKD) protocol is a better option allowing the implementation with standard telecom components with better security against eavesdropping [12]-[17]. The secret information is encoded on the quadratures $X$ and $P$ of a continuous variable quantum state in CVQKD. The single-photon detectors employed in discrete-variable QKD are replaced by homodyne or heterodyne detectors. Different types of CVQKD schemes have been proposed [18]-[21]. From the proposed, Gaussian-modulated coherent state (GMCS) QKD [18] has been found theoretically secure from collective [22], [23] and coherent attacks [24], [25].

Quantum transmission and post processing procedures are the two major components of a CVQKD scheme. To generate the raw keys, Alice and Bob first use the quantum transmission to prepare and measure while gaining advantage over Eve. The second stage is the post processing, which consists of two stages: reconciliation and privacy amplification. Reconciliation is a process that helps to correct errors and ensures similarity from the raw keys received over the quantum transmission. The second part of post processing procedure, privacy amplification, enables to achieve information theoretic security. This algorithm will allow to eliminate eavesdropped keys by Eve and produce the secret keys.

Since the reconciliation has a significant effect on the final secret key rate and maximal transmission distance of CVQKD systems, it has attracted much attentions. In CVQKD scheme, the reconciliation is performed using an error correction code design for the binary-input (BI)-AWGN channel and the efficiency of the reconciliation can be measured by $\beta=R / C(\eta)$, where $R$ is the rate of the error correction code and $C(\eta)$ is the capacity at the signal-to-noise (SNR) $\eta$. Then, the final secret key rate $K$ of the CVQKD system is given by

$$
\begin{equation*}
K=\beta I_{A B}-\chi_{B E}(\text { bits/pulse). } \tag{1}
\end{equation*}
$$

where $I_{A B}$ is the mutual information between Alice and Bob and $\chi_{B E}$ is the Holevo bound on the information leaked to Eve. It is easy to see that, in order to maximize the secret key rate $K, \beta$ must be maximized. However, as Eq.(1) only provides an expression for the maximum achievable secret key rate and does not consider the speed of reconciliation. Considering the reconciliation frame error rate (FER) $P_{e}$, a more realistic expression for the secret key speed is given by [26], [27]

$$
\begin{equation*}
K_{s}=\left(1-P_{e}\right)\left(\beta l_{A B}-\chi_{B E}\right) . \tag{2}
\end{equation*}
$$

Generally, a block low-density parity-check (LDPC) code with iterative decoding is always used in the reconciliation for the CVQKD [26], [28]. However, for a given LDPC code, achieving a high reconciliation efficiency requires a low SNR $\eta$, which results in a high FER. Hence, the change in reconciliation efficiency and the FER are opposite. Furthermore, due to the sub-optimality of iterative decoding, there is a gap between the (threshold) performance of iterative decoding and maximum a posteriori (MAP) probability decoding. Hence, to achieve the same performance, the LDPC code with iterative decoding requires higher SNR than that with MAP decoding, which leads to a reduced reconciliation efficiency for a given block LDPC code with iterative decoding. Spatially coupled LDPC (SC-LDPC) codes, introduced by Felström and Zigangirov [29], [30], provide a way to close this gap: SC-LDPC codes with iterative decoding have been shown to achieve the MAP threshold, making these codes attractive candidates for applications requiring near-capacity performance [30]-[32].

It is possible to increase the speed of reconciliation for the CVQKD by using SC-LDPC codes and their special structure. Instead of using block LDPC codes, such as repeat accumulate LDPC codes [26], multi-edge type LDPC codes [28], or punctured LDPC codes [33], in reconciliation, this work introduces SC-LDPC codes to increase the reconciliation efficiency for CVQKD scheme. We also propose a new reconciliation protocol based on the special structure of SC-LDPC codes to decrease the FER. The proposed reconciliation scheme has three advantages. First, the reconciliation efficiency based on SC-LDPC codes is higher than that of block LDPC codes. Second, for a given SC-LDPC codes and the corresponding reconciliation efficiency, the proposed reconciliation scheme has lower FER. Finally, the decoding complexity of LDPC iterative decoding in reconciliation can be reduced by using a windowed decoder (WD). These will lead the proposed scheme to a high reconciliation speed with a low reconciliation complexity.

This paper is arranged as follows. In Sec. 2, the SC-LDPC codes and a scheme to construct the SC-LDPC codes are introduced. A high efficiency reconciliation based on SC-LDPC codes is also presented in this section. In Sec. 3, a new reconciliation scheme based on the special structure of SC-LDPC codes is introduced, which leads to lower reconciliation FER. Then the security of the
proposed reconciliation scheme is investigated in Sec. 4. Finally, conclusions are drawn in Sec. 5.

$$
\mathbf{H}_{S C}=\left[\begin{array}{cccccc}
\mathbf{H}_{0}(\mathbf{0}) & & & & &  \tag{3}\\
\mathbf{H}_{1}(1) & \mathbf{H}_{0}(1) & & & & \\
\vdots & \vdots & \ddots & & & \\
\mathbf{H}_{m_{s}}\left(m_{s}\right) & \mathbf{H}_{m_{s}-1}\left(m_{s}\right) & \cdots & \mathbf{H}_{0}\left(m_{s}\right) & & \\
& \mathbf{H}_{m_{s}}\left(m_{s}+1\right) & \mathbf{H}_{m_{s}-1}\left(m_{s}+1\right) & \cdots & \mathbf{H}_{0}\left(m_{s}+1\right) & \\
& & & \ddots & \ddots & \ddots
\end{array}\right] .
$$

## 2. High Efficiency Reconciliation Based on Spatially Coupled Codes

A SC-LDPC code is basically a LDPC code defined by a structured, infinitely extended parity-check matrix $\mathbf{H}_{s c}$ as shown in Eq.(3). In Eq.(3), $\mathbf{H}_{i}(t), t \geq 0$, are sparse binary parity-check matrices of size $r \times n$ and $m_{s}$ is the syndrome former memory of the code. If there is a positive integer $T_{s}$ such that $\mathbf{H}_{i}(t)=\mathbf{H}_{i}\left(t+T_{s}\right)$ for all $i=0,1, \ldots, q$ and all $t \in \mathbb{Z}_{\geq 0}$, then $\mathbf{H}_{S C}$ is called time-varying. When $T_{s}=1, H_{S C}$ is called time-invariant, and the parity-check matrix can be simply written as

$$
\mathbf{H}_{S C}=\left[\begin{array}{cccccc}
\mathbf{H}_{0} & & & & &  \tag{4}\\
\mathbf{H}_{1} & \mathbf{H}_{0} & & & & \\
\vdots & \vdots & \ddots & & & \\
\mathbf{H}_{m_{s}} & \mathbf{H}_{m_{s}-1} & \cdots & \mathbf{H}_{0} & & \\
& \mathbf{H}_{m_{s}} & \mathbf{H}_{m_{s}-1} & \cdots & \mathbf{H}_{0} & \\
& & & \ddots & \ddots & \ddots
\end{array}\right] .
$$

In this paper, we will consider the time-invariant SC-LDPC codes. In practice, in order to construct codes of finite length, the infinitely extended matrix $\mathbf{H}_{S C}$ is terminated resulting in finite length code $N_{c}=N n$, where $N$ is a large positive integer [30]-[32], and the rate of the SC-LDPC code is

$$
\begin{equation*}
R=\frac{N(n-r)-\left(m_{s}-1\right) r}{N n} . \tag{5}
\end{equation*}
$$

One advantage of SC-LDPC codes is that SC-LDPC codes with iterative decoding have been shown to achieve the MAP threshold of a block LDPC code. Another is that the long code words can conveniently be decoded with acceptable latency using a simple WD [34]. The WD works on subgraphs of the code and the window size $W$ is defined as the number of sets of $r$ check nodes of the parity-check matrix $\mathbf{H}_{S C}$ considered within each window. In the parity-check matrix $\mathbf{H}_{S C}$, the window thus consists of Wr rows of $\mathbf{H}_{S C}$ and all columns that are involved in the check equations.

Although iterative decoding of long LDPC codes can be practically implemented, encoding of these codes can be rather complex, since most of these codes, especially computer-generated random codes, do not have sufficient structure to allow simple encoding. One class of structured LDPC codes that allows low complexity encoding is the class of quasi-cyclic (QC)-LDPC codes [35]. It is known in coding theory that QC codes can be encoded with simple shift registers, with linear complexity based on their generators [35]-[37]. Compared to general LDPC codes, the design of a decoder for QC-LDPC codes can also be significantly simplified due to simplified routing of messages from memory to computation units. Therefore, QC-LDPC codes are favorable for hardware implementation. In this section, we present a scheme to construct the time-invariant parity-check matrix Eq.(4), which also has the quasi-cyclic structure.

Starting from the parity-check matrix $\mathbf{H}_{Q c}$ of a block QC-LDPC code,

$$
\mathbf{H}_{Q C}=\left[\begin{array}{cccc}
\mathbf{H}_{(0,0)} & \mathbf{H}_{(0,1)} & \cdots & \mathbf{H}_{(0, l-1)}  \tag{6}\\
\mathbf{H}_{(1,0)} & \mathbf{H}_{(1,1)} & \cdots & \mathbf{H}_{(1, l-1)} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{H}_{(r-1,0)} & \mathbf{H}_{(r-1,1)} & \cdots & \mathbf{H}_{(r-1, l-1)}
\end{array}\right],
$$

which consists of $r \times /$ cyclic permutation matrix or zero matrix of size $q \times q$, we aim at obtaining an unwrapped version of it, to form the parity-check matrix $\mathbf{H}_{S C}$ of a time-invariant SC-LDPC code. Following [38], we rearrange the rows and the columns of $\mathbf{H}_{Q c}$ as follows: permute the rows according to the ordering $0, q, 2 q, \ldots,(r-1) q, 1, q+1,2 q+1, \ldots,(r-1) q+1,2, q+2$, $2 q+2, \ldots, r q-1$, and then permute the columns according to the ordering $0, q, 2 q, \ldots,(I-1) q, 1$, $q+1,2 q+1, \ldots,(I-1) q+1,2, q+2,2 q+2, \ldots, l q-1$. This way, we swap the inner and outer structures of the original matrix, which is a block of circulants, and obtain the parity-check matrix of an equivalent code in the form of a circulant of blocks, that is

$$
\mathbf{H}_{B C}=\left[\begin{array}{cccc}
\mathbf{H}_{0} & \mathbf{H}_{q-1} & \cdots & \mathbf{H}_{1}  \tag{7}\\
\mathbf{H}_{1} & \mathbf{H}_{0} & \cdots & \mathbf{H}_{2} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{H}_{q-1} & \mathbf{H}_{q-2} & \cdots & \mathbf{H}_{0}
\end{array}\right]
$$

where each block $\mathbf{H}_{i}$ is of size $r \times I$. As only row and column permutations are performed, $\mathbf{H}_{B C}$ in Eq.(7) still has quasi-cyclic structure and therefore the low encoding and decoding complexities.

Starting from $\mathbf{H}_{B C}$ in Eq.(7), we repeatedly move $n$ positions to the right and then $m$ positions down, we obtain the time-invariant parity-check matrix Eq.(4) with $q=m_{s}+1$. Note that the constructing of quasi-cyclic parity-check matrix Eq.(6) and the selecting of $q$ can be done by applying the methods in [36]

### 2.1 Reconciliation Scheme Based on Spatially Coupled LDPC Codes

In the quantum transmission phase, let $\mathbf{x}$ and $\mathbf{y}$ of length $n$ be the classical random variables associated with the measured quantities of the legitimate parties Alice and Bob, and let e be the quantum state in possession of the eavesdropper. Once the quantum transmission phase has ended, Alice and Bob proceed with the reconciliation phase. The reconciliation is direct when Alice's data are used as a reference for establishing the key and reverse when the reference is Bob's data. Without lost of the generality, we consider the reverse reconciliation. However, the application of our scheme to the direct reconciliation is also immediate.

To demonstrate the benefit of using SC-LDPC codes, we consider the reverse reconciliation scheme of CVQKD which can be simply described as follows:

A1 Bob chooses randomly an vector $\mathbf{u}$ of length $n$ and generate $\alpha(\mathbf{y}, \mathbf{u})$ with $\mathbf{y}$ and $\mathbf{u}$.
A2 Bob sends $\alpha(\mathbf{y}, \mathbf{u})$ to Alice on a public classical channel. Given a linear code $\mathbf{C}$ and its parity check matrix $\mathbf{H}$, Bob tells Alice the syndrome of $\mathbf{u}$, which is $\mathbf{H} \cdot \mathbf{u}^{\top}=\mathbf{s}$, on the public channel, where ( $\cdot)^{T}$ denotes the transpose operation.
A3 Alice and Eve hence have the pairs [ $\mathbf{x}, \alpha(\mathbf{y}, \mathbf{u})]$ and $[\mathbf{e}, \alpha(\mathbf{y}, \mathbf{u})]$, respectively, and the syndrome $\mathbf{s}$ of $\mathbf{u}$.
A4 Alice recovers û from $\mathbf{x}, \alpha(\mathbf{y}, \mathbf{u})$ and $\mathbf{s}$. If $\mathbf{u} \cdot \mathbf{H}=\mathbf{s}$, Alice and Bob have extracted a common pair string $\hat{\mathbf{u}}=\mathbf{u}$, which is a raw key. Otherwise, the decoding fails, Alice and Bob discard their raw keys $\mathbf{u}$ and $\hat{\mathbf{u}}$, respectively.
The primary metric that defines the performance of a CVQKD system is the maximum rate at which Alice and Bob can securely generate and reconcile keys over a fixed-distance optical fiber in the presence of an eavesdropper that has access to both the quantum and classical channels.


Fig. 1. Reconciliation efficiency of the SC-LDPC codes and QC-LDPC codes for FERs of $0.5,0.1,0.01$ and 0.001.

The maximum secret key rate must be proven secure against a collective Gaussian attack and the man-in-the-middle attack.

In the following, we provide an example comparing the reconciliation efficiency and secret key rate of CVQKD based on block LDPC codes and SC-LDPC codes, respectively.

Example 1: Letting $N=10$, we first construct the SC-LDPC codes of length 628000 based on the rate- $1 / 3$ and $1 / 4$ QC-LDPC codes of length 62800, which are given in [39]. Then, we provide the $\beta$ values corresponding to our constructed SC-LDPC codes and the QC-LDPC codes [39], respectively. The maximum allowed number of iterations is set to be 500 . Fig. 1 shows the reconciliation efficiency of the SC-LDPC codes for FERs of $0.5,0.1,0.01$ and 0.001 , respectively. Also shown is the reconciliation efficiency of QC-LDPC codes. We can see from Fig. 1 that the reconciliation efficiency of the SC-LDPC codes is much higher than that of the QC-LDPC codes with the same rate. Furthermore, when the FER decrease exponentially from 0.5 to 0.001 , the efficiency gaps increase approximately from 0.009 to 0.013 , which indicates that the decrease of FER is faster than increase of the efficiency. However, the increase of efficiency leads to a longer transmission distance and higher secret key rate of the CVQKD scheme and the decrease of FER only leads to higher final key speed at a particular transmission distance.

Generally speaking, SC-LDPC codes provides higher reconciliation efficiency than the block LDPC codes, such as QC-LDPC codes, multi-edge typle LDPC codes, and punctured LDPC codes. Since higher reconciliation efficiency leads to the higher final secret key rate and therefore less leaked information to an eavesdropper, SC-LDPC codes will lead to higher compression ratios in the privacy amplification stage. However, as indicated by (2), the speed of reconciliation also depend on the FER of the reconciliation. Therefore, in the next section we will introduce a new reconciliation scheme to further reduce the FER of the reconciliation based on the special structure of the SC-LDPC codes.


Fig. 2. Discarding erroneous sub-frames based on the special structure of the SC-LDPC codes.

## 3. Low FER Reconciliation Based on Spatially Coupled Codes

Note that in step A4 If the decoding success, Alice has $\mathbf{H}_{S C} \cdot \hat{\mathbf{u}}^{T}=\mathbf{s}$. Then, Alice and Bob have the common reconciliation frame. If the decoding fails, Alice has $\mathbf{H}_{S C} \cdot \hat{\mathbf{u}}^{\top} \neq \mathbf{s}$. Then, Alice and Bob discard their reconciliation frame. Based on the special structure of parity-check matrix Eq.(4), the frame $\mathbf{u}$ can be divided into sub-frames $\mathbf{u}_{0}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{N-1}$ of length $n$. The corresponding syndrome $\mathbf{s}$ can also be divided into sub-syndromes $\mathbf{s}_{0}, \mathbf{s}_{1}, \ldots, \mathbf{s}_{m_{s}+N-2}$ of length $m$. As shown in Fig. 2, $\mathbf{H}_{S C} \cdot \mathbf{u}^{\top}=\mathbf{s}$ may lead to the constraints in Eq.(8)

$$
\left\{\begin{array}{l}
\mathbf{H}_{0} \mathbf{u}_{0}^{\top}=\mathbf{s}_{0}  \tag{8}\\
\mathbf{H}_{1} \mathbf{u}_{0}^{T} \oplus \mathbf{H}_{0} \mathbf{u}_{1}^{T}=\mathbf{s}_{1} \\
\quad \vdots \\
\mathbf{H}_{q-1} \mathbf{u}_{0}^{\top} \oplus \mathbf{H}_{q-2} \mathbf{u}_{1}^{T} \oplus \cdots \oplus \mathbf{H}_{0} \mathbf{u}_{q-1}^{T}=\mathbf{s}_{q-1} \\
\mathbf{H}_{q-1} \mathbf{u}_{1}^{T} \oplus \mathbf{H}_{q-2} \mathbf{u}_{2}^{T} \oplus \cdots \oplus \mathbf{H}_{0} \mathbf{u}_{q}^{T}=\mathbf{s}_{q} \\
\vdots \\
\mathbf{H}_{q-1} \mathbf{u}_{N-1}^{T}=\mathbf{s}_{q+N-1}
\end{array}\right.
$$

where $\mathbf{0}$ is a zero vector of length $m$.
At the Alice side of the reverse reconciliation, comparing to the decoded frame $\left[\hat{\mathbf{u}}_{i}, \hat{\mathbf{u}}_{1+i}, \cdots, \hat{\mathbf{u}}_{m_{s}+i}\right.$ ] involved the ith constraint, the frame $\left[\hat{\mathbf{u}}_{1+i}, \cdots, \hat{\mathbf{u}}_{m_{s}+i+1}\right]$ involved the $(i+1)$ th constraint include the new sub-frame $\hat{\mathbf{u}}_{q+i+1}$, which corresponds to the sequences $\mathbf{x}_{i}$ and $\mathbf{y}_{i}$. Based on the constraints Eq.(8), we proposed the following new reconciliation scheme in which Alice and Bob discard only sub-frames of $\mathbf{u}$ and $\hat{\mathbf{u}}$, respectively, even when $\mathbf{H}_{S C} \cdot \hat{\mathbf{u}}^{\top} \neq \mathbf{s}$.

B1 Bob chooses randomly an vector $\mathbf{u}$ of length $N n$, divides it into $N$ sub-frames $\mathbf{u}_{0}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{N-1}$ of length $n$ and generates $\alpha(\mathbf{y}, \mathbf{u})$ with $\mathbf{y}$ and $\mathbf{u}$.
B2 Bob sends $\alpha(\mathbf{y}, \mathbf{u})$ to Alice on a public classical channel. Bob calculates the syndrome $\mathbf{s}$ of $\mathbf{u}$, divides $\mathbf{s}$ into sub-syndromes $\mathbf{s}_{0}, \mathbf{s}_{1}, \ldots, \mathbf{s}_{m_{s}+N-2}$ of length $m$ and tells Alice over the public channel.
B3 Alice and Eve hence have the pairs [ $\mathbf{x}, \alpha(\mathbf{y}, \mathbf{u})]$ and $[\mathbf{e}, \alpha(\mathbf{y}, \mathbf{u})]$, respectively, and the syndrome $\mathbf{s}$ of $\mathbf{u}$. Alice recovers û from $\mathbf{x}, \alpha(\mathbf{y}, \mathbf{u})$ and $\mathbf{s}$.
B4 For $i=1,2, \ldots ., q+N-1$, if $i$ th constraint in Eq.(8) is satisfied, Alice and Bob have extracted a new common sub-frame $\hat{\mathbf{u}}_{q+i+1}=\mathbf{u}_{q+i+1}$ as the raw keys. Otherwise, Alice and Bob discard $\hat{\mathbf{u}}_{q+i+1}$ and $\mathbf{u}_{q+i+1}$, respectively.



Fig. 3. FER values corresponding to SC-LDPC codes with the proposed reconciliation scheme and the original reconciliation scheme.

From B4, it is clear that even through $\mathbf{H}_{s c} \cdot \hat{\mathbf{u}}^{\top} \neq \mathbf{s}$ and the decoding fails, Alice and Bob will not discard the whole frames $\mathbf{u}$ and $\hat{u}$. Usually, they may extracted common pairs of sub-frames from $\mathbf{u}$ and $\hat{\mathbf{u}}$, respectively. Define $F_{\text {sub }}^{j}$ as the number of erroneous discarded sub-frames in the $j$-th received frame, $1 \leq j \leq F_{\text {total }}$. Then, we redefine the FER as $\bar{P}_{e}$ calculated by

$$
\begin{equation*}
\bar{P}_{e}=\frac{F_{\text {dis }}}{F_{\text {total }}}, \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\text {dis }}=\frac{\sum_{i=1}^{F_{\text {total }}} F_{\text {sub }}^{i}}{N \times F_{\text {total }}} . \tag{10}
\end{equation*}
$$

As $\bar{F}_{\text {dis }} \leq 1$, it is easy to see that $\bar{P}_{e} \leq P_{e}$, where the equality holds when all the sub-frames of an erroneous reconciliation frame are in error. Therefore, our proposed reconciliation scheme has lower FER than that of the previous reconciliation scheme A1-A4 in [28].

Example 2: In this example, we consider the same SC-LDPC codes and QC-LDPC codes used in Example 1. We provide the FER values $\bar{P}_{e}$ corresponding to SC-LDPC codes with the proposed reconciliation scheme and SC-LDPC codes with previous reconciliation scheme, respectively. Also shown is the FER values $P_{e}$ corresponding to QC-LDPC codes with the previous reconciliation scheme. The maximum allowed number of iterations is set to be 500 . From Fig. 3, it is easy to see that our proposed reconciliation scheme has lower FER than that of the previous reconciliation scheme.

We also provide the reconciliation efficiency $\beta$, FER values $P_{e}$ and $\bar{P}_{e}$ corresponding to Example 1 and Example 2 in Table 1, which verify that SC-LDPC codes provides higher $\beta$ than the block LDPC codes and the new reconciliation scheme further reduce the FER of the reconciliation. Therefore, the proposed scheme lead to higher reconciliation speed than that of the previous reconciliation schemes.

TABLE I
Secret Key Speed (bps) of the Proposed and the Previous Reconciliation Schemes on a 25 km Optical Link

|  | $R$ | $\eta$ | $\beta$ | $P_{e}$ | $\bar{P}_{e}$ | $K_{s}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
| QC-LDPC, previous scheme | $1 / 3$ | 0.646 | 0.927 | 0.5 |  | $3.00 \times 10^{5}$ |
| SC-LDPC, previous scheme | $1 / 3$ | 0.638 | 0.936 | 0.5 |  | $3.25 \times 10^{5}$ |
| SC-LDPC, new scheme | $1 / 3$ | 0.638 | 0.936 |  | 0.25 | $4.88 \times 10^{5}$ |
| QC-LDPC, previous scheme | $1 / 3$ | 0.651 | 0.921 | 0.1 |  | $5.07 \times 10^{5}$ |
| SC-LDPC, previous scheme | $1 / 3$ | 0.642 | 0.931 | 0.1 |  | $5.57 \times 10^{5}$ |
| SC-LDPC, new scheme | $1 / 3$ | 0.642 | 0.931 |  | 0.036 | $6.00 \times 10^{5}$ |
| QC-LDPC, previous scheme | $1 / 4$ | 0.467 | 0.903 | 0.5 |  | $2.31 \times 10^{5}$ |
| SC-LDPC, previous scheme | $1 / 4$ | 0.463 | 0.911 | 0.5 |  | $2.48 \times 10^{5}$ |
| SC-LDPC, new scheme | $1 / 4$ | 0.463 | 0.911 |  | 0.23 | $3.82 \times 10^{5}$ |
| QC-LDPC, previous scheme | $1 / 4$ | 0.476 | 0.890 | 0.1 |  | $3.65 \times 10^{5}$ |
| SC-LDPC, previous scheme | $1 / 4$ | 0.468 | 0.903 | 0.1 |  | $4.16 \times 10^{5}$ |
| SC-LDPC, new scheme | $1 / 4$ | 0.468 | 0.903 |  | 0.0032 | $4.60 \times 10^{5}$ |

## 4. Security Analysis

Since Eve may have collected information during her observations of the quantum transmission phase, Alice and Bob eliminate Eve's knowledge of the key by applying the privacy amplification to their raw keys, $\mathbf{u}$ and $\hat{\mathbf{u}}$, respectively, to extract the secret keys.

The objective of reconciliation is to extract a common sequence of raw keys of length $N_{c}$ from observations of $\mathbf{x}$ and $\mathbf{y}$ so that privacy amplification can be used later on to extract the secret keys of $K$ bits that is provably unknown to the eavesdropper Eve. From Eq.(1), we can see that the final secret key length $K$ depends on $I_{A B}, \chi_{B E}$ and $\beta$. However, $I_{A B}, \chi_{B E}$ depend on the quantum transmission phase. The only thing related to $K$ in the reconciliation phase is the reconciliation efficiency $\beta$. Therefore, we now proof that the reconciliation efficiency $\beta$ of the proposed reconciliation scheme is the same as that of the original reconciliation scheme [28] for the given error-correcting code of rate $R$ and the SNR $\eta$. As shown in [40], the reconciliation can be treated as a Slepian-Wolf coding problem, and the reconciliation efficiency is

$$
\begin{align*}
\beta & \triangleq \frac{H(\mathbf{u})-|\mathbf{s}|}{I(\mathbf{u} ; \hat{\mathbf{u}})} \\
& =\frac{\frac{1}{N_{c}}(H(\mathbf{u})-|\mathbf{s}|)}{\frac{1}{N_{c}} l(\mathbf{u} ; \hat{\mathbf{u}})} \\
& =\frac{R}{C(\eta)} \\
& =\frac{N(n-r)-(q-1) r}{N n C(\eta)} . \tag{11}
\end{align*}
$$

Here, the quantity |s| represents the number of bits in syndrome exchanged over the public channel.

Referring to Eq.(11), we define the reconciliation efficiency $\beta_{i}$ corresponding to sub-frame $\mathbf{u}_{i}$ and sub-syndrome $\mathbf{s}_{i}$ as

$$
\begin{equation*}
\beta_{i} \triangleq \frac{H\left(\mathbf{u}_{i}\right)-\left|\mathbf{s}_{i}\right|}{I\left(\mathbf{u}_{i} ; \hat{\mathbf{u}}_{i}\right)}=\frac{\frac{1}{n}\left(H\left(\mathbf{u}_{i}\right)-\left|\mathbf{s}_{i}\right|\right)}{\frac{1}{n} I\left(\mathbf{u}_{i} ; \hat{\mathbf{u}}_{i}\right)}=\frac{R_{i}}{C(\eta)}=\frac{n-r}{n C(\eta)} . \tag{12}
\end{equation*}
$$

Note that when $N \rightarrow \infty$, we have $\beta_{i}=\beta$. Therefore, the proposed reconciliation protocol does not change the reconciliation efficiency $\beta$ and therefore the secret key rate $K$.

## 5. Conclusion

In conclusion, we introduced SC-LDPC codes to the reconciliation phase of the CVQKD. It was shown that the reconciliation efficiency of the SC-LDPC codes was much higher than that of the QC-LDPC codes of the same rate. Furthermore, we presented a new reconciliation scheme for the CVQKD, which reduced the FER of the reconciliation based on the special structure of the SC-LDPC codes. The proposed two ways increased the reconciliation efficiency and decrease the FER, respectively. Consequently, these two ways lead to higher reconciliation speed than that of the previous reconciliation scheme.
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