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Abstract: The Instant Dehaze method used polarized images to obtain a dehazed im-
age and an estimated depth map of the scene. Haze due to atmospheric absorption and
scattering causes degradation in image quality and the estimated depth. This estimated
depth is misrepresented due to high degree of polarization and scene’s objects directly
illuminated by the sun. In this paper, a polarization guided autoregressive (AR) model for
depth recovery is presented. This proposed method restores the estimated depth map by
incorporating polarized data to an adaptive AR model. First a 90° polarized image is used
in our polarization term of AR coefficient, then the Stokes vector component S1 is used in
our polarization guided depth map in the depth term of AR coefficient. The experimental
results show that our method outperforms existing state-of-the-art schemes and improves
conventional polarization dehazing method.

Index Terms: Imaging, scattering, visualization, optical and other.

1. Introduction
Outdoor scenes are usually affected by haze, fog, and smoke due to atmospheric absorption
and scattering, which degraded image quality and the estimated depth map. Recently there are
heightening interests in enhancement of images affected by weather phenomena. The main target
is the enhancement of images taken in environment with poor visibility [1]–[4]. Information of
the scenes such as depth map can be obtained because of atmospheric scattering [5]–[9]. Some
of the enhancement methods applied in this field require prior information about the scene such
as the distance between objects [2]. Other methods depend on radiation sources and detection
devices [10], [11].

The depth map consists of the depth information of real scenes, which plays an important role
for many applications such as 3D reconstruction, augmented reality, and navigation applications.
This real depth map is difficult to be obtained because we do not know the real distance of the
scene. There are two main categories of methods to estimate the depth map: the passive meth-
ods and the active methods. The passive methods compute the depth information from two-view
or multi-view images through triangulation and correspondence matching. But these methods still
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have some inherent problems. As accurate image registration is a pre-requisite for such approach,
inefficiency is observed for textureless areas [12]. While the active methods acquire depth in-
formation by devices such as Time-of-flight (ToF) camera and Kinect. The laser range scanner
techniques [13] achieve high accuracy but have long processing time and they are inconvenient
for dynamic scenes. ToF cameras [14] have the advantage of capturing the dynamic scenes in
real time, but the captured images are unavoidably noisy and have lower resolutions compared
with conventual color cameras. The generated depth maps from the Kinect have some holes.
It is also sensitive to environmental condition such as sunlight and it is not suitable for outdoor
applications [15].

As mentioned above, conventional methods for obtaining the estimated depth map have their
disadvantages. Haze effects make this problem more sever as it causes a degradation in the image
quality and subsequently hampers the estimation of depth. Our target is to obtain accurate depth
information from a dehazed depth map.

The Instant Dehazing method described in [16], [17] is based on the analysis of polarized images
captured by a polarizer [18], [19]. The output is a dehazed image, and the estimated depth map. This
approach relies on the fact that atmospheric particles are partially polarized [20], [21]. However, a
polarization filter alone cannot remove the haze, that is why further analysis of polarized images is
needed [22], [23]. This Instant Dehazing approach does not need a model for the mechanism of
scattering. The principle is to obtain two components - the airlight and the scene radiance in the
haze free environment - by using two perpendicular polarized images [24], [25]. As a by-product,
an estimated depth map is obtained. This estimated depth map is not accurate and its stability will
decrease as the degree of polarization decreases. Also, for conditions like very dense haze and
overcast sky, it is less effective.

The main point of interest in this paper is the estimated depth map after dehazing. To over-
come limitations of the estimated depth map, many research works proposed techniques for depth
recovery. Usually, enhancement is achieved with a joint image filtering technique using a low-
resolution depth map and a high-resolution color image [14], [26]–[28]. The adaptive color-guided
AR model (ADAR) [29], [30] has been used to obtain a unified depth recovery framework for
both ToF and Kinect depth cameras. It creates a pixel-wise adaptive AR predictor. By minimizing
the AR prediction errors subjecting to the observation consistency, the missing depth informa-
tion of the depth map is recovered. All these methods are targeting normal images, not polarized
images.

In this paper, we propose a method to recover the estimated depth based on AR model by using
polarized images. A 90-degree polarization (I90) is used to replace the color image in the color
term of the AR coefficient [29], [30], then we will call this term the polarization term. Our contri-
bution is the polarization guided depth map obtained by applying the Stokes vector component
S1 to the estimated depth guided map [31], then applying it to the depth term of the AR coeffi-
cient. The Stokes vector component S1 is the difference between the intensities of two polarized
images at zero degree (I0) and ninety degree (I90), gives us the information about the surface of
objects and their edges in the scene. In addition, S1 has the Gaussian characteristics that make
smoothing effect for reduce the noise and to ensure robust edge detection [32]. It is known that
edges are visually important for image perception, so restoring the sharpness of edges has a
major effect on image quality. S1 will enhance the sharpness of the edges and will increase the
depth values in dehazed images. This will lead to an increase of the depth term and hence the AR
coefficient. As the AR coefficient increases, the depth map will be enhanced and become more
accurate.

The experiments results demonstrate that our proposed method achieves the best quality when
compared with the state-of-the-art schemes. The remainder of this paper is organized as follows.
First, the theoretical background is introduced in Section 2, including Instant Dehazing using po-
larization and depth recovery using the adaptive auto-regressive model. Then, we discuss our
proposed method in Section 3. In Section 4, we describe the data preparation and the experiments
followed by results and their comparison with the dark channel method and the ADAR model.
Finally, the conclusion presented in Section 5
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2. Theoretical Background
2.1 Instant Dehazing of Images Using Polarization

The airlight is considered as one of the sources of image degradation accompanied with atmo-
spheric scattering. In this process, light coming from the illumination sources (e.g., the sun) is
scattered towards the viewer The airlight A increases with the distance z from the object [5], [16],
[17]:

A = A ∞(1 − e−βz) (1)

where β is the scattering coefficient and A ∞ is the airlight corresponding to an object at an infinite
distance (horizon).

Atmospheric scattering also degrades images by attenuating the light emanating from scene
objects. The light energy that reaches the viewer is called the direct transmission T which is a
function of the distance and scattering coefficient β and is given by:

T = e−βz (2)

The measured overall intensity I total is the incoherent sum of the airlight A and the direct
transmission T [16], [17]:

I total = A + T (3)

which is also equal to the sum of I0 and I90

I total = I0 + I 90 (4)

According to the algorithm in [16], the scene radiance in free atmospheric scattering environment
is estimated and the dehazed image (R̂ ) is given by:

R̂ = Î total − Â
ê−βz

(5)

As a by-product of the dehazing process, the estimated depth map is obtained by:

β̂z(x, y) = − log[1 − Â (x, y)/A ∞] (6)

then we combine the depth map for each color channel: r , g and b by averaging:

βz = [
β̂r z(x, y) + β̂gz(x, y) + β̂bz(x, y)]/3

]
(7)

We will use this estimated depth βz in our proposed. However, this estimated depth map has
some problems. The degree of polarization of the hazy distant objects is small relative to the airlight.
On the other hand, this may be not true for some closer objects. that are directly illuminated by the
sun. Because a significant partial polarization was observed and that makes those closer objects
appear to be distant objects.

In Fig. 1, the orange highlighted by the red circle corresponded wrongly as distant objects due
to high degree of polarization and sun illumination. The Instant Dehaze method is based on partial
polarization of airlight. Its stability will decrease as the degree of polarization decreases. Also, it
may be ineffective under an overcast sky, or in situations of fog or very dense haze.

2.2 Auto-Regressive Model and Depth Recovery

Any captured depth map is considered as a degraded version of the ground truth. The degradation
model of a captured depth map [29], [30] is given by:

d0 = H d + n (8)

where d and d0 denote the vector form of the underlying perfect depth map and the captured depth
map respectively, H represents the observation matrix and n is additive noise.
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Fig. 1. (a) and (b) represents the estimated depth map of the scene. The farther the object the higher
is the value of colormap. The red circles highlight the misrepresentation errors.

The AR model has been used in many image processing applications. The key of the AR model
is that a signal can be regenerated by the signal itself. The predicted depth map D̃ x by the AR
model from the depth map D is given by:

D̃ x ==
∑

y∈N x

ax,y D y (9)

Where D̃ x is the predicted depth map at location x , D y is the depth value at location y , N (x) is the
neighborhood of pixel x , ax,y denotes the AR coefficient for pixel y in the neighborhood N (x).

The combination of the depth and the color information have strong correlation in terms of
geometrical structures [33]. Depth maps have low resolution and low signal-to-noise ratio while
color images are characterized by high resolution and high quality. Designing the AR predictors is
done by using the captured depth map and the accompanied color image and this is known as the
color guided AR model.

The AR coefficient ax,y of a color guided AR model consists of two terms, the depth term and
color term and is given by:

ax,y = 1
Sx

aD̂
x,y aI

x,y (10)

where Sx is the normalization factor, aD̂
x,y and aI

x,y are the depth term and color term, respectively.
The adaptive color-guided AR (ADAR) model is a bilateral-weighted non-local mean (NLM) filter

[34]–[36] has a shape-based adaptive neighborhood instead of patch-based, also exploits more
correlations for pixels around discontinuities.

3. Proposed Method
Our proposed method is based on the polarization information and the AR model in [29], [30].
Related studies have shown that using polarized images is useful in providing us with the polarization
information of the scene, which is essential for image processing applications such as object
recognition [37], [38], scene segmentation [39] and material classification [40], [41].

Polarization of the light provides a way to characterize physical properties of objects of different
materials. The polarization components of electromagnetic wave have the relationship that parallel
component is greater than the perpendicular component, which is reflected as a 90° difference of
the phase angle between the surface of specular reflection and diffuse reflection in the polarization
angle images. According to this difference, we can detect the edge of the surface of specular
reflection and diffuse reflection [42]. Polarization gives a great benefit to improve precision of edge
detection [43], [44].
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Fig. 2. Flowchart of our proposed method.

The flow chart of our proposed method is shown in Fig. 2. Our contribution is how to use
the polarization information in the recovery of the depth map. Starting from applying the Instant
Dehazing method on the two-perpendicular polarized images to get the dehazed image and the
estimated depth map. Then, calculating the Stokes vector component S1, which will be used in
improving the edge information and will subsequently enhance the values of the depth map. S1 will
also overcome the problem of conventional dehaze methods by its Gaussian characteristics that has
smoothing effect. Then, applying the 90-degree polarized image and our polarization guided depth
map D0new to the AR model. Finally, we obtain our recovered depth from our proposed method.

The Stokes vector is considered as a common representation of a polarization state [45], [46].
A 2 × 1 column vector formed from the two perpendicular polarized images is assembled over a
scene with x-y spatial coordinates as shown in this equation:

(
S0(x, y)

S1(x, y)

)

=
(

I (x, y, 0◦) + I (x, y, 90◦)

I (x, y, 0◦) − I (x, y, 90◦)

)

(11)

where S0 represents the total intensity of the remitted and collected light, S1 represents the difference
in intensities between the horizontal and vertical linearly polarized components. The intensity value
of I0 is greater than I90, especially near the edges of the objects due to the specular reflection and
the diffuse reflection. The difference between the intensity value of I0 and I90 for the same pixel will
show the edge information of the scene’s objects.

In order to show the effectiveness of S1, we provide several examples in Fig. 3. The output of
S1 shows how it makes the edges appear obviously and sharp relative to the scene contents.
The outputs of S1 as shown in Fig. 3(b) validate its efficiency in obtaining the edge information in
scenes with different environmental conditions. Since the output of S0 is the summation of the two
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Fig. 3. The first column (a) is an example of polarized images I 0 in different environmental scene
conditions, the second column (b) is the output of S1, and the third column (c) is the output of S0 after
normalization. (a) I 0 (b) S1 (c) S0.

perpendicular polarized images I0 and I90. We normalize it to be in range of 0 to 255. The output
of normalized S0 shown in Fig. 3(c) increase the contrast of the scene. After comparing the output
of S1 with the output of S0, we choose S1 to give the edge information for our proposed method. In
addition, we will also compare the histograms for both of S1 and S0 as shown in Fig. 4.

In our proposed method, we will use the Stokes vector component S1. Where, S1 is the difference
between the intensity value of the two perpendicular polarized images I0 and I90. The intensity value
of I0 is greater than I90, especially near the edges of the objects due to the specular reflection and
the diffuse reflection depending on the structure of the surface. The intensity value computed from
the difference between I0 and I90 for the same pixel will show the edge information of the scene’s
objects as shown in Fig. 3(b). This information will enhance the recovered depth.

The histograms of S0 shown in Fig. 4(c) represent pixels value spread over a large range of
intensity values due to the summation of I0 and I90. On the contrary, the histograms of S1 shown in
Fig. 4(b) is concentrated and has gradient values instead of discrete binary values. The histograms
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Fig. 4. The first column (a) is an example of polarized images I 0, the second column (b) is the histograms
of S1 which has Gaussian characteristics that make smoothing effect for suppressing the noise, and the
third column (c) is the histograms of S0. (a) I 0 (b) S1 (c) S0.

of different scenes validate statistically that S1 has approximately Gaussian characteristics. The
Gaussian characteristics is used in smoothing images. Smoothing has a positive effect to reduce
noise and to ensure robust of our model, especially in overcoming the misrepresentation problems
of the estimated depth of the Instant Dehaze method [32].

We propose the polarization guided depth map D0new (our contribution) by applying the Stokes
vector component S1 to the estimated depth guided map D0, which is given by:

D0new = D0S1 = D0 (I0 − I 90) (12)

The output D0new is shown in Fig. 5, which shows the effect of S1 on the depth value
The restoration of the depth map will be performed by applying the proposed depth guided map

D0new to the depth term (aD̂
x, y ) of the AR coefficient based on the adaptive AR model in [29], [30]. In

this way, we will get the advantage of the polarization information in the depth recovery. Our depth
term (aD̂

x,y ) will be defined on the initial estimated depth map (D̂ new ) by a range filter and is given by:

aD̂
x,y = exp

(

− (D̂ new x − D̂ newy )
2

σ2
1

)

(13)
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Fig. 5. The depth map (a) D 0 and (b) D0new after applying S1 and its effect on the depth value.

Fig. 6. The histogram of the (a) D0, (b) S1 and (c) polarization guided depth map D0new .

where σ1 is the decay rate of the range filter and its value will increase when D̂ new x is close to D̂ new x

and the depth term is used to avoid the incorrect depth prediction.
We notice from Fig. 6, which illustrates the histograms of D0, S1, and the effect of S1 on the D0new ,

that the depth value of D0new is higher than that of D0 and the distribution of the values are more
concentrated and having Gaussian shape. Increasing the depth value will increase the depth term
of the AR coefficient and hence the AR coefficient will increase too. The AR coefficient should be
large enough to have sufficient information for predicting the depth map.

Also, by applying the polarized image instead of the color image in AR coefficient, our polarization
term is given by:

aI
x,y = exp

⎛

⎝−
∑

i∈C

∥∥B x ◦ (P i
x − P i

y

)∥∥2

2

2 × 3 × σ2
2

⎞

⎠ (14)

where σ2 controls the decay rate of the exponential function, P i
x denotes an operator that extracts

a W × W patch centered at x in a color channel i of the I90 polarized image, ◦ represents the
element-wise multiplication. The bilateral filter kernel B x is defined in the extracted W × W patch.

By applying the AR coefficient ax,y as mentioned in (13) and (14) based on the AR model [33]–[35],
the estimated depth map is recovered. The recovered depth is quadratic with respect to the depth
map value. So, it can be reformulated as an unconstrained quadratic equation and then analyzed
as linear systems. The model is equivalent to the following minimization operation with respect to
the recovered depth map d:

min
d

∥∥dP − Pd
∥∥2

2 + λ ‖d − Q d‖2
2 (15)

where dP is the vector form estimated depth guided map D0, P is the observation matrix that
represent the sampling identity matrix and Q is the prediction matrix corresponding to AR predictors
ax,y . Where the first term is the data term and the second term is the AR term.
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Fig. 7. The histogram of the (a) depth map and (b) recovered depth.

The prediction matrix Q is a function of the depth term and the polarization term of the AR
coefficient ax,y

Q = f (aD̂
x,y , aI

x,y ) = aD̂
x,y aI

x,y
∑

aD̂
x,y aI

x,y

(16)

The unconstrained quadratic nature in (15) is convex, and its global minima is obtained by solving
the first order conditions:

P T P + λ(I − Q )T (I − Q )
︸ ︷︷ ︸

H

d = P T dP

C
(17)

Then, our model for the depth recovery is given by:

d = P T P + λ(I − Q )T (I − Q )
︸ ︷︷ ︸

H

\ P T dP

C
(18)

where H is a squared matrix that is considered the major factor in achieving the stability of the
depth recovery model, \ is matrix left division used to solve systems of linear equations, and C is
equivalent to the d0 in (8). In the linear equation of first-order conditions, the coefficient matrix is the
combination of the sampling matrix P , the prediction matrix Q , and their transposes. Note that P T P
and (I − Q )T (I − Q ) is a highly deficient diagonal matrix. The output of solving this linear equation
gives us the recovered depth map.

After applying our proposed method, we recover the estimated depth map. The histogram of the
estimated depth D0 and the recovered depth are shown in Fig. 7.

From Fig. 7, we noticed that the depth values for closer object of our recovered depth map has a
higher pixel’s number than that of the estimated depth map, and has a lower number for the distant
object. This means that our proposed method has overcome the misrepresentation problem of the
polarization dehazing.

In Fig. 8(b), it shows the effectiveness in overcoming the problem of the Instant Dehazing method.
The red circles show the correction of the depth values corresponding to the same regions in
Fig. 7(a). The errors caused by high degree of polarization and sun light direction have been
corrected as the bright shades become darker.

Finally, we evaluate our proposed method and show the effectiveness of our proposed method
by comparing with the dark channel method [47] and the adaptive AR color-guided (ADAR) model.
The experiments and results of different datasets are described in the next section.

4. Experiments and Results
4.1 Data Preparation

In our experiments, we use three datasets of two perpendicular polarized images I 0 and I 90: dataset
(1) was captured at the old campus (Youyi Road) of Northwestern Polytechnical University (NWPU),
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Fig. 8. The first column (a) the estimated depth map from the polarization method, the second column
(b) the recovered estimated depth map by applying our proposed method. (a) Polarization method
(b) Proposed method.

Xi’An, China. This data was captured on December 20,2016 at 1:10pm by using iPhone 6s plus (12
Mega pixels) with a polarizing filter. We choose this data to represent an urban environment with
buildings at the front of the scene. The scene has very heavy dense haze with max. dark channel
= 235. The intensity of the dark channel is a rough approximation of the thickness of the haze. A
high intensity of the dark channel represents denser haze in the scene.

Datasets (2) and (3) were captured at the new campus of NWPU, in Chang’An region. This
data was captured by a Nikon camera D90 (12.3 Mega pixels) with a polarizing filter. Dataset (2)
was captured on November 2, 2015 at 2:24pm. It represents a scene of buildings in the front and
mountain as the background. The scene has heavy dense haze with max. dark channel=218.
Dataset (3) was captured on October 29, 2015 at 3:01pm. This data was chosen to represent a
scene of distant buildings and mountain. The scene has dense haze with max. dark channel=176.

We performed image registration for the two-polarized images by the model based on maximiza-
tion of mutual information [48]. Accurate registration is important to avoid missing aliment between
the two-polarized images, which could cause significant error in our experiments.

To dehaze the image by the Instant Dehazing method, we need to estimate the global parameters
(the airlight and degree of polarization) at infinite distance. This is done by choosing the pixels at
infinite distance, where the brightest pixels in the hazy image are the most haze-opaque. There are
two outputs of this method: a dehazed image and an estimated depth.

The estimated depth is used to build our data needed for our method. We compute the S0 and S1

from the two perpendicular polarized images I 0 and I 90. Then, we tune the AR weight parameters
(λ, σ1, σ2, σ3, and σ4) vital for depth recovery. λ is the parameter that adjusts the importance of the
data term and the AR term. σ1 is the decay rate of the range filter in the depth term that controls the
tolerance for two different depth values to be considered close enough to assign a significant weight.
σ2 plays the most important role of the color term, as it controls the decay rate of the exponential
function. And σ3 and σ4 are the parameters of the bilateral filter to adjust the importance of the
spatial distance and intensity difference. Empirically, the model is stable when the parameters
are within these following ranges: λ ∈ [0.01, 0.10], σ1 ∈ [3.0, 7.0], σ2 ∈ [3.8, 19.0], σ3 ∈ [3, 10],
σ4 ∈ [0.01, 0.45] [29], [30]. In our experiments, the parameters in the AR model are: λ = 0.01,
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Fig. 9. The three datasets consist of two registered polarized images I0 and I90. (a) and (b) rep-
resent dataset (1) captured in the old campus of NWPU, (c) and (d) represent dataset (2) and
(e) and (f) represent data set (3). Both Datasets (2) and (3) are captured in the new campus of
NWPU. (a) IMG_r3800 (I0); (b) IMG_r3829 (I90); (c) DSC_244( I0); (d) DSC_246(I90); (e) DSC_135 (I0);
(f) DSC_137 (I90).

σ1 = 4, σ2 = 6.67, σ3 = 3, σ4 = 0.1. We used size of 120 × 120 pixels. All the simulation is
done using MATLAB R2016a on a laptop I7-6700HQ CPU @ 2.6 GHz, 16 GB RAM, 4 GB NIVIDIA
GTX-960M. The computational time of our proposed method for each experiment will be mentioned
in the next section.

4.2 Experiments on Datasets

Each of the three dataset is taken from a different environment with different scene contents and
has a different haze percentage. The flowchart of the proposed scheme shown in Fig. 2 consists of
the following steps:

First, our input is two registered perpendicular polarized images (I 0 and I 90).
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Fig. 10. The haze removal and the estimated depth. The first column (a) is the haze image, the second
column (b) is the dehazed image and the third column (c) is depth estimation. The first row is dataset
(1), the second row dataset (2) and the third row dataset (3). The red square in the third column
(c) represents the magnified region used for further analysis and the colorbar illustrates the depth
values. (a) Haze (b) Dehazed (c) Estimated depth.

Second, Instant Dehazing is applied and the output is a dehazed image and an estimated
depth map.

Third, we build our datasets which contains the estimated depth map, the polarized images and
the Stokes vector components S0 and S1.

Fourth, apply our proposed method using the 90-degree polarized image and the Stokes vector
component S1 to get the recovered depth map.

Finally, we evaluate our proposed method by comparing it with the depth obtained from the dark
channel method and the ADAR model.

The first three steps of the above- mentioned procedure is to build our datasets. The fourth and
fifth steps are to get and evaluate the recovered depth by our proposed method.
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Fig. 11. The depth recovery of the estimated depth map. The first row is the dataset (1), the 2nd dataset
(2), the 3rd dataset (3). The first column is the magnified region showed by the red square in the
estimated depth map at Fig. 10(c), the second column is the depth from the dark channel method, the
third column is the depth recovery by adaptive AR color-guided model and the fourth column is our
proposed method.

4.2.1 Registered Polarized Datasets: The three datasets are shown in Fig. 9, each dataset
consists of two registered polarized images I 0 and I 90.

4.2.2 Haze Removal and Depth Estimation: The outputs of the Instant Dehazing method is
shown in Fig. 10. The second column (b) is the dehazed image, while the third column (c) is depth
estimation. We selected a region marked by a red square in each dataset. This region with a size of
120 × 120 is used in our simulation. The closer objects will have a lower value, while distant objects
will have a higher value. Some surfaces of closer objects are wrongly estimated as distant ones
due to high degree of polarization and the illumination effect of the sun light on building geometry.
The degree of polarization of the distant, hazy objects is small relative to the airlight. For closer
objects, however, this may not be true. In fact, a significant partial polarization was observed in
some surfaces on the closer buildings, especially those directly lit by the sun, which is a problem
for the Instant Dehazing method.

4.2.3 Depth Recovery and Evaluation Results: In addition to overcome the problem of the In-
stant Dehazing method, we notice from Fig. 11 that applying the 90- degree polarization image
with the S1 Stokes vector component has a better result than the dark channel and the ADAR.
The dark channel prior is based on the statistics of outdoor haze-free images. It combines the
prior with the haze imaging model to obtain a simpler and more effective single dehaze image.
The dark channel may not work when the scene objects are inherently similar to the airlight
and no shadow is cast on them. As a result, this method will underestimate the transmission
of these objects and overestimate the haze layer and could not overcome the depth misrepre-
sentation problem. The ADAR method achieves high quality depth recovery from low quality ver-
sions with various degraded depth capturing systems such as ToF cameras and Kinect. While the
use of depth cameras is limited by the low quality of produced depth maps, e.g., low resolution,
noise, and depth missing in some areas, and it could not overcome the problems of our estimated
depth map.
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The dataset (1) showed the effectiveness of our proposed method as shown in Fig. 11(d). The
edges are more sharp and the depth values are more accurate. The depth from the dark channel
method is blurred as shown in Fig. 11(b). The recovered depth of the ADAR in Fig. 11(c) has holes
and the edges are blurred, which means the recovered depth is not accurate.

For the dataset (2), some surfaces of closer objects in are wrongly estimated as distant ones
(Fig. 11(e)). Those bright shades marked by the red circle shows the errors due to high degree of
polarization and the effect of sun illumination. We notice from Fig. 11(f) and (g) that dark channel
method and ADAR model have corrected some errors, but still has erroneous holes (marked by the
red circles), which means that there is a missing depth value in the recovered depth. On the other
hand, in Fig. 11(h), it shows that the edges are more sharp, the bright shades are more dark and
without holes, and the depth values are more accurate.

The third row represents the dataset (3). The estimated depth map in Fig. 11(i) has a problem
where the values were wrongly estimated as marked by the red circle. The dark channel depth
still have the same problem as shown in Fig. 11(j). The output of the ADAR model was shown
in Fig. 11(k). The bright shades are more dark but the the edges are blur. On the contrary, our
proposed method has sharper edges and more correct depth recovery (Fig. 11(l)).

The computational time of our proposed method by applying it on the estimated depth map was
in range of 48∼50 sec. For dataset (1), it was 48.9232 sec as compared to 87.987 sec for the dark
channel and 49.5727sec for the ADAR method. For dataset (2), it was 48.7660 sec as compared
to 89.432 sec for the dark channel and 49.2127 sec for the ADAR method. For dataset (3), it was
49.8685 sec as compared to 90.5158 sec for the dark channel and 50.0063 sec for the ADAR
method. This means that our proposed method has the speed advantage over the dark channel
and the ADAR methods and can be described as close to “Instant”.

5. Conclusion
We have proposed a polarization guided auto-regressive model for depth recovery, which is a new
method of depth recovery for the estimated depth by polarized images based on AR Model. Our
contribution is the polarization guided depth map obtained by applying the Stokes vector component
S1 to the estimated depth guided map obtained from Instant Dehaze method. S1 gives us the
information about the surface of objects and their edges, it also has the Gaussian characteristics
that make smoothing effect for reducing noise and to ensure the robustness of our model.

In this paper, we used the Instant Dehazing to get the dehazed image and the estimated depth
map. Our experimental results show that using the polarized image I90 and the Stokes vector
component S1 give better result as compared to the dark channel method and the adaptive AR
color-guided (ADAR) model.

Qualitative evaluation shows the effectiveness and superiority of our proposed method. It also
overcomes the problem of the Instant Dehazing method, which misrepresents closer objects as
distant objects due to the high degree of polarization and the effect of sun illumination.

Finally, the 90-degree polarized image with the Stokes vector component S1 outperforms existing
the state-of-the-art depth recovery and dehazing method in all datasets, and shows great potential
in solving the problem of depth recovery for dehazed polarized images.
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