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Abstract: For active optical imaging, the use of single-photon detectors can greatly improve
the detection sensitivity of the system. However, the traditional maximum-likelihood based
imaging method needs a long acquisition time to capture clear 3-D image at low light
levels. To tackle this problem, we present a novel imaging method for depth estimate, which
can obtain the accurate 3-D image in a short acquisition time. Our method combines the
photon-count statistics with the temporal correlations of the reflected signal. According to the
characteristics of the target surface, including the surface reflectivity, our method is capable
of adaptively changing the dwell time in each pixel. The experimental results demonstrate
that the proposed method can quickly obtain the accurate depth image despite the existence
of strong background noise.

Index Terms: Adaptive depth imaging, temporal correlations, single-photon detectors,
photon-counting light detection and ranging system (LIDAR).

1. Introduction
Improvements in 3-D imaging and single-photon detection technology, which employ depth and
reflectivity imaging approach, have facilitated many emerging applications, such as, machine vision,
industrial model design, and atmospheric remote sensing [1]–[3]. Using the 3-D imaging light
detection and ranging system (LIDAR) [4]–[7], with a Geiger-mode avalanche photo diode (APD)
as the single-photon detector, we can accurately acquire the depth and reflectivity images of target.
Traditionally, the depth estimate based on maximum likelihood generates the photon counting
histogram by a long dwell time to acquire the depth and reflectivity estimation of target, which
respectively corresponds to the peak location and the amplitude of the photon-count histogram. It
requires 103–106 photons to accurately estimate the depth and reflectivity information of target. In
addition, the target with low reflectivity needs much longer dwell time to mitigate the effect of Poisson
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Fig. 1. Experimental system.

noise. Therefore, imaging methods with fixed dwell time [8], [9] lead to either under-sampling or
long acquisition time when dealing with the target with no prior knowledge at low light levels.

Shim and Lee [10] used a hybrid exposure technique to improve the severely noisy depth esti-
mation caused by the target reflectivity and the limitation of the detector dynamic range. For this
imaging method, it needed to take twice detections of long and short exposure time to determine the
best depth estimation of each pixel. Kirmani and Venkatram et al. [11]–[13] brought out a mathemat-
ical probability model of photon counting process. They used the first detected photon to estimate
the depth and reflectivity images of target combining the spatial correlation among adjacent pixels.
However, the first detected photon may be a noise photon especially near the edges of target, which
will seriously affect the estimation accuracy.

In this paper, an adaptive depth imaging strategy (ADI) is derived to solve the problem of under-
sampling or long acquisition time. Photons generated by the ambient light and dark count are defined
as noise photons; photons generated by the reflected laser light are defined as signal photons. The
TOFs (the plural of “time-of-flight”) of noise photons are independently and uniformly distributed
in the whole detection period; however, because the TOFs of signal photons are characterized by
the time-shifted laser pulse shape [20], they are mainly and correlatively distributed in the range
of the full width half maximum (FWHM) of the emitted laser pulse. Based on this observation, ADI
distinguishes signal photons from noise photons and then iteratively updates the depth estimation
of target. Since only signal photons contribute to ADI, the accuracy of depth estimation is improved.
Comparing to the conventional depth estimate methods, ADI need not to generate the photon-count
histogram. Furthermore, according to the characteristics of the target surface, including the surface
reflectivity, ADI is capable of adaptively changing the dwell time in each pixel. We experimentally
demonstrated that this method can quickly obtain a clear depth image of target in the presence
of high background noise. The rest of paper is organized as follows: the imaging theory based
on probability statistics is described in detail in Section II. In Section III, we provide a series of
experiments to analyze the imaging performance and the effect of parameters. In Section IV, we
briefly conclude our work.

2. Theory
A schematic diagram of the LIDAR system is shown in Fig. 1 [14]. A pulsed laser source is used
to trigger a PicoHarp 300 TCSPC (time corrected single photon counting) module (4 ps minimum
time-bin width). The laser pulse is a Gaussian waveform s(t), which has a repetition period of
approximately Tr = 400 ns and a full width half maximum (FWHM) of Tp = 250 ps at a wavelength
of 830 nm. The optical power of the laser is adjusted to ensure the experiments are conducted at
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low light levels. The laser is deflected in two spatial dimensions of X/Y using a pair of computer-
controlled galvanometer mirrors. The Geiger-mode APD has a dead time (hold-off time) of 50 ns
and dark count of less than 100 counts per second.

The spatial location of each pixel in target is marked as (i , j, zi , j) i , j = 1, 2, ..., N . The distance
between the target and the detector is denoted as zi , j (herein the plane of light source is used as
the reference plane). Considering the effect of distance aliasing [15], [16], we assume Tr > 2zmax/c,
where Tr is the pulse-repetition period of laser, zmax is the maximal distance, and c is the speed
of light. Generally, because the FWHM of laser pulse Tp decides the achievable depth resolution
without the ambient light [23], we assume Tp � 2zmax/c. The measurement time (the gate) is defined
as the particular time duration that the APD is biased into Geiger-mode [18], which is set to 200 ns
in our experiments. Then, the measurement time tM is divided into s = tM /� = 200/Tp = 800 time-
bins [7], where the width (time duration) of each time-bin � is set to Tp (the FWHM of laser pulse).
The TOF (time-of-flight) ti , j and the time-bin number (sequence number) of the detected photons
are provided by the system electronics.

In our experiments, we use root mean-square error (RMSE) to quantify the recovery accuracy of
depth estimation, which is defined as

RMSE =
√

1
m2

∑m

i=1

∑m

j=1
(zi , j − z′

i , j)
2 (1)

where zi , j is the measured target depth, z′
i , j is the real target depth at pixel (i , j), and m is the size

of the depth image. Meanwhile, we use the signal-to-background ratio (SBR) to quantify the effect
of background noise, which is defined as

SBR = N signal

N noi se
= N total − N noi se

N noi se
(2)

where N total is the number of the total photon counts in the measurement time, N noi se is the number
of the photon counts generated by background noise and dark count, and N si gnal is the number of
the photon counts generated by the reflected laser light.

2.1 Strategy

The strategy of the adaptive depth imaging is shown in Fig. 2. The adjacent n photons in the time-
line are taken as an elementary unit, which is n = 3 in our experiments. {t(l)i , j}n

l = 1 is the TOF dataset
of a photon unit. The absolute TOF differences (sorted in ascending order) are∣∣∣t(1)

i , j − t(2)
i , j

∣∣∣ ,
∣∣∣t(2)

i , j − t(3)
i , j

∣∣∣ , ...
∣∣∣t(n)

i , j − t(n − 1)
i , j

∣∣∣ . (3)

Generally, for a Geiger-mode APD the probability of detection follows Poisson statistics [17],
[18]. Sr (t) is defined as the rate function for the number of the photon counts generated by the
reflected laser light. B = ηdb + d is defined as the rate function for the number of the photon counts
generated by background light (ηdb, where ηd is the quantum efficiency of the detector) and dark
count (d), which is assumed to be constant and straightforward to be measured. Taking no account
of the multiple reflected laser pulses, the rate function for the total photon counts is λ(t) = Sr (t) + B .
On the basis of the Poisson statistics, the detection probability of photons in the r th time-bin
is [17], [18]

Pd (r ) = exp

[
−

∫ (r−1)�

0
λ(t)dt

]
×

{
1 − exp

[
−

∫ r�

(r−1)�
λ(t)dt

]}
(4)

where � is the width of a time-bin.
Since (4) is hard to be computed in practice, we assume Sr (t) is constant in a small time duration

of [t1, t2] for simplification, where t1 = min{t(l)i , j}n
l = 1 and t2 = max{t(l)i , j}n

l = 1 in the TOF dataset {t(l)i , j}n
l = 1

of an elementary unit. The mean number of the photon counts generated by the reflected laser light
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Fig. 2. (a) Schematic diagram of the adaptive depth imaging (ADI) strategy. The adjacent three photons
in the time-line are taken as an elementary unit. t(1)

i , j and t(3)
i , j are the TOFs of the detected noise photons,

and t(2)
i , j is the TOF of the detected signal photon. (b) is the flow diagram of ADI.

in [t1, t2] is approximately calculated from the laser radar equation [21]

Sr = Sr (t) × (t2 − t1) = E T λ

hc
ηd

(
FOV
θT

)2
ρ

π
COSθt arg et

A R

r 2
ηT ηRη2

A . (5)

In our experiments, the variables in (5) are measured as follows: the wavelength of laser
pulse is λ = 830 nm; E T is the transmitted energy of the laser pulse; the Plank constant is
h = 6.63 × 10−34 m2 kg/s; the speed of light is c = 3 × 108 m/s2; the quantum efficiency of the
detector is ηd = 0.35; the field of view (FOV) of the receiving optics is 0.4 mrad; the divergence an-
gle of the laser beam θT is 1.33 mrad; the incidence angle between the laser beam and the surface
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normal is 0◦ ≤ θt arg et ≤ 10◦, and CO Sθt arg et is approximately equal to 1; the aperture of the detector
is A R = π(85)2 μm2; The distance between the target and the detector is r = 20 m; the efficiency of
the transmitting optics is ηT = 80%; the efficiency of the receiving optics is ηR = 80%; the reflectance
of target ρ is approximately estimated by ρ = N i , j/x i , j [22], where x i , j is the number of the transmitted
laser pulses and N i, j is the number of the photon counts at pixel (i , j); the atmospheric transmis-
sion factor ηA is 1. Therefore, the detection probability of signal photons in an elementary unit
is [17], [18]

Pdi , j = exp [−B t1] × [1 − exp(−Sr − B (t2 − t1))] . (6)

At pixel (i , j), the rank-ordered absolute difference (ROADi , j) is defined as the sum of the first
n/2 absolute differences from the collection in (3) [19]. Because the TOFs of signal photons are
characterized by the time-shifted laser pulse shape [20], signal photons are mainly and correlatively
distributed in the range of Tp . Meanwhile, the TOFs of noise photons are uniformly and indepen-
dently distributed in the pulse repetition period [0, Tr ). Thus, a binary hypothesis test is applied to
distinguish signal unit from noise unit:

if ROADi , j > Pdi , j n/2Tp , then the detected photon unit is noise unit

if ROADi , j > Pdi , j n/2Tp , then the detected photonunit is signal unit. (7)

If the photon unit is judged as a noise unit, ADI continues to compute the RO A D i , j of next photon
unit until the first signal unit is found. We use the binary hypothesis test to reject noise photons and
only keep signal photons for further processing. ADI uses the mean value of the TOF dataset of the
first detected signal unit as the initial depth estimation:

T (0)
i , j = 1

n

n∑
l = 1

t(l)i , j . (8)

Considering the effect of the reflected laser-pulse broadening, the initial depth estimation of (8)
is likely to occur in the following three intervals: 1) If it occurs in the rising edge of the reflected laser
pulse, the final depth estimation will be small; 2) If it occurs in the falling edge of the reflected laser
pulse, the final depth estimation will be large; 3) If it occurs in the middle of the reflected laser pulse,
the final depth estimation will be ideal. Therefore, the initial depth estimation is used to seriatim
test the subsequent detected photon. If the TOF of the subsequent detected photon t(ζ)i , j meets the
requirement of (9), this photon is regard as a signal photon.∣∣∣t(ζ)i , j − T (ζ−1)

i , j

∣∣∣ ≤ Tp , ζ= 1, 2, 3, ..., K (9)

where K is the threshold. Then, the TOF of this photon is used to update the depth estimation of
target in real time:

T (ζ)
i , j =

(
T (ζ−1)

i , j + t(ζ)i , j

)
/2, ζ= 1, 2, 3, ..., K . (10)

With the value of T (ζ)
i , j updating, the photons that meet the requirement of (9) are converged in

the range of Tp . According to the TOF distribution feature of signal photons, those photons are
more likely to be signal photons. Because more and more identified signal photons are used to
update the value of T (ζ)

i , j , this possibility is increased with the depth estimation updating. After the
depth estimation iteratively updating K times (K is the threshold), we get the TOF dataset of signal
photons {t(ζ)i , j}K

ζ=1. Therefore, the depth estimation of target is

zA da
i , j = (c/2)T (K )

i , j = (c/2)
K∑

ζ=1

p (ζ)t(ζ)i , j (11)

where p (ζ) is the weight of t(ζ)i , j and satisfies p (1) < p (2) < · · · < p (K ),
K∑

ξ=1
p ζ = 1.
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Generally, the number of the transmitted laser pulses decides the dwell time in this pixel. ADI
calculates the minimum dwell time in each pixel by counting the minimum number of the transmitted
laser pulse until achieving the threshold K . Then, in ADI the minimum number of the transmitted
laser pulse is different since the photon counts of each pixel are different. Therefore, the minimum
acquisition time in each pixel is obtained, and the useless acquisition time is removed.

2.2 Probability of ADI

We define the detection probability of a signal unit (P (ROADi , j ≤ Pdi , j n/2Tp )) in the measurement
time as Pw . Pw indicates the probability that the TOFs of photons converge in the range of Tp .
Because the width of each time-bin is Tp , Pw is converted to the probability that all the photons
of a signal unit are distributed in the same time-bin. Assuming that the reflected laser pulse is
detected in the k–th time-bin (the target time-bin), the probability that the Geiger-mode detector
fires in j–th (1 ≤ j ≤ 800) time-bin is [17]

Pj<k = exp[−(j − 1)BTp ] [1 − exp(−BTp )], 1 ≤ j < k

Pj>k = exp[−(j − 1)BTp − S] [1 − exp(−BTp )], k < j ≤ 800

Pj = k = exp[−(k − 1)BTP ] [1 − exp(−S − BTp )], j = k

(12)

where S is the mean number of the photon counts generated by the reflected laser light in the
measurement time. Since each photon detection is an independent Poisson process [17], [18], Pw

is computed as

Pw =
k − 1∑
j = 1

n∏
l = 1

P l
j<k +

n∏
l = 1

P l
j = k +

s∑
j = k+1

n∏
l = 1

P l
j>k (13)

where n is the number of photons in an elementary unit.
For the Geiger-mode APD, the target detection probability and the false alarm probability in the

measurement time are [18]:

Pd = exp[−(k − 1)BTP ][1 − exp(−S − BTp )] (14)

Pf = 1 − Pd − exp(−S − B tM ) (15)

where exp(−S − B tM ) is the probability that the detector doesn’t fire at all in the measurement time
(no photon counts). Therefore, the target detection probability and the false alarm probability in the
case of using ADI are

P A da
d

(
all

{
t(l)i ,j

}n

l=1
are signal photon

∣∣∣ RO A D i ,j ≤ Pdi ,j n/2Tp

)
=

∏n
l=1 P l

d

Pw
(16)

P A da
f

({
t(l)i ,j

}n

l=1
at least have a noise photon

∣∣∣ RO A D i ,j ≤ Pdi ,j n/2Tp

)
=

∑n
l=1

(
l
n

)
P n−l

d P l
f

Pw
. (17)

Conventionally, the maximum likelihood depth estimate (ML estimate) uses the same strategy
for the processing of signal photons and noise photons. ML estimate obtains the depth estimation
of target using a fixed dwell time in each pixel. Since the photon counts change with the ambient
light and the reflectivity of target surface, the recovery accuracy of ML estimate is uncontrollable.
However, ADI rejects noise photons, and only signal photons contribute to depth estimation. For
all the photon counts are generated by the reflected laser light, the recovery accuracy of ADI is
stable. Comparing to the conventional depth estimate methods, ADI takes different dwell time in
different area of the target surface. In the case of using ADI, the laser source transmits less laser
pulse to the high reflectivity area and more laser pulse to the low reflectivity area. Thus according
to the different characteristics of the target surface, ADI can adaptively change the dwell time in
each pixel and then obtains the accurate depth image in a short acquisition time.
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Fig. 3. Experimental target scene. (a) Normalized photon counts at different locations of the target. (b)
Target scene. The area B is a carton covered with a piece of black cloth, and the area A is a white wall.

Fig. 4. Experiment results of ML estimate.

3. Experiment Results
The experimental scene is shown in Fig. 3. The target is placed at about 20 m distance from the
detector. Fig. 3(a) is the normalized photon counts generated by the reflected laser light, which
corresponds to the different locations in Fig. 3(b). The size of target image is 256 × 256 pixels in
this experiment.

The experiment results of ML estimate are shown in Fig. 4. The first column from upward to
downward is the 3-D depth image of target respectively corresponding to the dwell time of 0.5 ms,
5 ms, 10 ms, and 20 ms. The second column (high reflectivity area) and third column (low reflectivity
area) respectively correspond to the depth estimation of details in area 1 and 2 of the first column.

Fig. 4(a)–(c) show that ML estimate cannot accurately estimate the depth of target in a
short dwell time. With the dwell time increasing, the improvement of recovery accuracy in dis-
parate area is different. Even if the accuracy of high reflectivity area is improved shown in
Fig. 4(a)–(c) and (d)–(f), the depth of low reflectivity area still cannot be accurately estimated.
As a result, it results in the problem of under-sampling, as shown in Fig. 4(f). With the dwell
time increasing, the recovery accuracy of low reflectivity area is gradually improved, as shown in
Fig. 4(c), (f), (i), and (l). However, for the target area with high reflectivity, its recovery accuracy
cannot be improved even at the expense of long dwell time, as shown in Fig. 4(b), (e), (h), and (k).

The experiment results of ADI are shown in Fig. 5. The adjacent three photons are selected as an
elementary unit to estimate the depth of target (n = 3). The threshold K is set to 10. Fig. 5(a) is the
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Fig. 5. Experimental results of ADI. The parameters are set that K = 10 and n = 3. (a) Depth image of
target. (b) Distribution image of dwell time. (c) and (d) correspond to the depth details of area 1 (the
white wall, high reflectivity object) and area 2 (the black carton, low reflectivity object) in (a).

TABLE 1

Comparison of the Average Dwell Time Tdw ell and the RMSE of Depth Estimation

Imaging method RMSE/m Tdw ell/ms

ML estimate 1.0392 1.5

0.0423 20

ADI 0.0145 1.1017

depth image of target. Fig. 5(b) is the distribution image of dwell time. Fig. 5(c) and (d) respectively
correspond to the depth detail estimation of area 1 and 2 shown in Fig. 5(a). Comparing with Fig. 4,
it is shown in Fig. 5 that the recovery accuracy of ADI is almost unaffected by the target surface
reflectivity. Fig. 5(b) shows that ADI can adaptively change the dwell time in each pixel according
to the target surface reflectivity. Ultimately, the problem of under-sampling or long acquisition time
occurred in ML estimate is avoided.

Compared with the results of using ML estimate, as shown in Table 1, the RMSE of using ADI is
decreased from 1.0392 m to 0.0145 m, respectively, in the condition of the average dwell time of
1.5 ms and 1.1 ms. At the same time, our method achieves better recovery accuracy than that of
ML estimate by reducing the average dwell time from 20 ms to 1.1017 ms.

At a distance of 20 m, the target detection probability at a fixed point of the white wall is acquired
with 100 transmitted laser pulses. The parameter K is set to 1 and n is set to 3. This experiment is
conducted in different background noise of SBR = 1 and SBR = 10. The target detection probability
of ADI and ML estimate are compared at the same dwell time shown in Table 2.

As shown in Table 2, the target detection probability in the case of using ADI is increased by
nearly 1-fold under the background condition of SBR = 1. We find that the size of signal unit in ADI
has an effect on the target detection probability: With the size of signal unit increasing, the target
detection probability is increased at the same time.

The effect of photon unit size n and background noise on our method are respectively shown in
Fig. 6 and Table 3. In this experiment, the average TOF of initial detected signal unit T (0)

i , j is selected
to recover the depth image of target. The experiment results show that with the size of photon unit
increasing, the RMSE is improved, but the average dwell time is increased.
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TABLE 2

Comparison of the Target Detection Probability

SBR = 1 SBR = 10

ML estimate ADI ML estimate ADI

n = 2 57% 93% 85% 96%

n = 3 58% 94% 82% 99%

n = 4 57% 97% 86% 99%

Fig. 6. Effect of the photon unit size n . (a) Experimental target scene. (b) Original noisy range data. (c),
(e), and (g) Depth image of target respectively corresponding to the experimental results of photon unit
size 2, 3, and 4. (d), (f), and (h) Details of (c), (e), and (g).

Fig. 7 shows how the performance of ADI is affected by changing the threshold K . The target
is a carton with black characters of “DELL” in the flat surface, which is placed in 20 m away from
the detector. In this experiment, the photon unit size n = 3 is selected to estimate the depth of
target. From the upward to downward, they are respectively the depth image of the flat surface of
the carton (left column) and the distribution image of dwell time (right column) corresponding to the
threshold of 1, 5, 10 and 20. The experiment results reveal that with the value of the threshold K
increasing, the RMSE of using ADI decreases quickly, while the corresponding average dwell time
is increased.
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TABLE 3

Effect of Photon Unit Size n and Background Noise

SBR = 1 SBR = 10

RMSE/m Tdw ell/ms RMSE/m Tdw ell/ms

n = 2 0.3474 0.1776 0.0381 0.0440

n = 3 0.0285 0.4233 0.0255 0.1611

n = 4 0.02322 1.0729 0.0219 0.3741

Fig. 7. Effect of the threshold K . From the upward to downward, they are, respectively, the depth image
of the flat surface of the carton (left column) and the distribution image of dwell time (right column)
corresponding to the threshold of 1, 5, 10, and 20.
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4. Conclusions
We propose a novel depth imaging strategy that can adaptively change the dwell time in each pixel
and accurately recover the scene depth. The TOFs of signal photons are mainly and correlatively
distributed in the range of the FWHM of the emitted laser pulse; on the other hand, the TOFs
of noise photons are uniformly and independently distributed in the pulse repetition period [0, Tr ).
Using this distribution feature, our method efficiently filters out noise photons, and only signal
photons contribute to the depth estimation. According to the characteristics of the target surface,
including the surface reflectivity, the method we proposed can adaptively change the dwell time
and decrease the useless dwell time in each pixel, which will significantly shorten the acquisition
time of depth estimation. In this paper, the operation flow of our method is elaborated, and several
experiments are conducted to demonstrate the performance of this method.

Compared with the typical depth estimate method based on maximum likelihood (ML estimate),
our method need not to generate the photon-count histogram and has a better performance in
recovery accuracy, as well as the acquisition time. The experimental results reveal that: the RMSE
is improved from 1.0392 m (in ML estimate) to 0.0145 m (in ADI) in an equal average dwell time;
in the case of acquiring almost the same accuracy, the average dwell time is decreased from 20
ms (in ML estimate) to 1.1017 ms (in ADI); under the background condition of SBR = 1, the target
detection probability in the case of using ADI is increased by nearly 1-fold in contrast with that of
ML estimate. Therefore, our method successfully deals with the problem of under-sampling or long
acquisition time in ML estimate and is capable of adaptively taking a clear 3-D image, which is
useful in rapid or power-limited active optical imaging.

References
[1] S. B. Gokturk, H. Yalcin, and C. Bamji, “A time-of-flight depth sensor—System description, issues and solutions,” in

Proc. IEEE Conf. Comput. Vision Pattern Recog., 2004, pp. 35–35.
[2] M. Umasuthan, A. M. Wallace, J. S. Massa, G. S. Buller, and A. C. Walker, “Processing time-correlated single photon

counting data to acquire rang images,” IEEE Proc. Vision Image Signal Process., vol. 145, no. 4, pp. 237–243,
Aug. 1998.

[3] A. Kirmani, A. Colaco, F. N. C. Wong, and V. K. Goyal, “Exploiting sparsity in time-of-flight range acquisition using a
single time-resolved sensor,” Opt. Exp., vol. 19, no. 22, pp. 21485–21507, 2011.

[4] H. J. Kong, T. H. Kim, S. E. Jo, and M. S. Oh, “Smart three-dimensional imaging ladar using two Geiger-mode avalanche
photodiodes,” Opt. Exp., vol. 19, no. 20, pp. 19323–19329, 2011.

[5] Z. Zhang, Y. Zhao, Y. Zhang, L. Wu, and J. Su, “A real-time noise filtering strategy for photon counting 3-D imaging
lidar,” Opt. Exp., vol. 21, no. 8, pp. 9247–9254, 2013.

[6] H. Zhou et al., “Few-photon imaging at 1550 nm using a low-timing-jitter superconducting nanowire single-photon
detector,” Opt. Exp., vol. 23, no. 11, pp. 14603–14611, 2015.

[7] A. McCarthy, R. J. Collins, and N. J. Krichel, “Long-range time-of-flight scanning sensor based on high-speed time-
correlated single-photon counting,” Appl. Opt., vol. 48, no. 32, pp. 6241–6251, 2009.

[8] A. McCarth, N. J. Krichel, and N. R. Gemmell, “Kilometer-range, high resolution depth imaging via 1560 nm wavelength
single-photon detector,” Opt. Exp., vol. 21, no. 7, pp. 8904–8915, 2013.

[9] A. McCarthy, X. Ren, and A. D. Frera, “Kilometer-range depth imaging at 1550 nm wavelength using an InGaAs/Inp
single-photon avalanche diode detector,” Opt. Exp., vol. 21, no. 19, pp. 22098–22113, 2013.

[10] H. Shim and S. Lee, “Hybrid exposure for depth imaging of a time-of-flight depth sensor,” Opt. Exp., vol. 22, no. 11,
pp. 13393–13402, 2014.

[11] A. Kirmani et al., “First-photon imaging,” Science, vol. 343, pp. 58–61, 2014.
[12] D. Shin, A. Kirmani, A. Colaco, and V. K. Goyal, “Parametric Poisson process imaging,” in Proc. IEEE Global Conf.

Signal Inf. Process., Dec. 2013, pp. 1053–1056.
[13] A. Kirmani, A. Colaco, D. Shin, and V. K. Goyal, “Spatio-temporal regularization for range imaging with high photon

efficiency,” Proc. SPIE Wavelets Sparsity XV, vol. 8858, pp. 88581F–8858F, Aug. 2013.
[14] “SIMA Boyu, Photon-counting laser radar 3-D imaging system design and implantation,” Master thesis, Nanjing Univ.

Sci. Technol., Nanjing, China, 2013.
[15] N. J. Krichel, A. McCarthy, and G. S. Buller, “Resolving range ambiguity in a photon counting depth imager operating

at kilometer distances,” Opt. Exp., vol. 18, no. 9, pp. 9192–9206, 2010.
[16] P. A. Hiskett, C. S. Parry, A. McCarthy, and G. S. Buller, “A photon-counting time-of-flight ranging technique developed

for the avoidance of range ambiguity at gigahertz clock rates,” Opt. Exp., vol. 16, no. 18, pp. 15685–13698, 2008.
[17] M. Henriksson, “Detection probabilities for photon-counting avalanche photodiodes applied to a laser radar system,”

Appl. Opt., vol. 44, no. 24, pp. 5140–5147, 2005.
[18] D. G. Fouche, “Detection and false-alarm probabilities for laser radars that use Geiger-mode detectors,” Appl. Opt.,

vol. 42, no. 27, pp. 5388–5398, 2003.

Vol. 9, No. 2, April 2017 7801812



IEEE Photonics Journal Adaptive Depth Imaging With Single-Photon

[19] R. Garnett, T. Huegerich, C. Chui, and W. He, “A universal noise removal algorithm with an impulse detector,” IEEE
Trans. Image Process., vol. 14, no. 11, pp. 1747–1754, Nov. 2005.

[20] D. L. Snyder, Random Point Processes. New York, NY, USA: Wiley, 1975.
[21] A. V. Gelalian, Laser Radar Systems. Boston, MA, USA: Artech House, 1992.
[22] Y. Chen, J. D. Muller, P. T. So, and E. Gratton, “The photon counting histogram in fluorescence fluctuation spectroscopy,”

Biophys. J., vol. 77, no. 1, pp. 553–567, 1999.
[23] B. I. Erkmen and B. Moision, “Maximum likelihood time-of-arrival estimation of optical pulses via photon-counting

photodetectors,” in Proc. IEEE Int. Symp. Inf. Theory, 2009, pp. 1909–1913.

Vol. 9, No. 2, April 2017 7801812



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


