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Abstract: We propose and demonstrate a viewing-angle-enhanced integral imaging dis-
play (VAEIID) system that uses a time-multiplexed, two-directional sequential projection
(TTSP) scheme and a directional elemental image generation and resizing (DEIGR)
algorithm. The main idea behind the method is sharing the same image screen to display
two-directional elemental image (DEI) sets with a time-multiplexed sequential projection
scheme. The proposed system consists of three processes: acquisition of depth and
color information of a real object using the Microsoft Kinect sensor, generation of two
DEI sets considering two different angular perspectives using a DEIGR algorithm, and
projection of two sets of DEls using the TTSP scheme. Due to the two-directional projec-
tions, each elemental lens of the lens array collects two-directional illuminations from the
two sets of elemental images (Els) projected in a time-multiplexed sequential manner by
using the TTSP scheme; this produces two point light sources (PLSs) at different posi-
tions on the focal plane of the lens array. The positions of the PLSs are predefined and
are determined in terms of projection angle. In this case, the viewing angle comprises
the combination of two diverging ray bundles emerging from the two DEI sets projected
from two angular directions. As a result, the viewing angle of the proposed VAEIID sys-
tem is enhanced by almost twice that of the conventional method.

Index Terms: Integral imaging, VAEIID system, TTSP scheme, DEIGR algorithm, direc-
tional elemental image (DEI).

1. Introduction

Integral imaging (Il) is a promising autostereoscopic 3-D display technique that provides a full-
color, full-parallax, 3-D image with continuous viewpoints without the need for any supplemen-
tary glasses or tracking devices to perceive the 3-D scene [1]-{10], which distinguishes Il from
other 3-D display technologies. Recently, Il has attracted a great deal of attention from many re-
searchers because of its attractive advantages and applications. Despite a number of
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tremendous benefits, Il has suffered from some major drawbacks, such as insufficient resolution
and a narrow viewing angle and shallow image depth that are restricted by the specifications (i.e.,
lens pitch, focal length, etc.) of the lens array used. Among those limitations, the narrow viewing an-
gle is the most serious drawback in I, which is a barrier to commercial implementation. The limited
viewing angle in Il is due to a limitation in the area where each elemental (constituent) image can
be displayed. A small f-number in the elemental lens of lens array is desirable to increase the view-
ing angle, but the f-number of the elemental lens cannot be satisfactorily small because of the lens
aberration. On the other hand, the lens width cannot be arbitrarily large because a large lens size
reduces the number of lenses that can be accommodated by a given display panel size, and re-
duces the 3-D effect. A lot of research has been conducted to minimize or solve the limitation in
viewing angle, such as the lens switching method [11], the curved lens array technique [12], moving
lenslet arrays with a low fill factor [13], micro-convex-mirror arrays [14], the multiple-axis telecentric
relay system [15], two display devices and a lens array [16], and a 3-D/2-D convertible integral
imaging display using double collimated or non-collimated illumination [17]. Although those tech-
niques can improve ll, they cannot satisfactorily overcome the limitations with an appropriate
scheme that can be commercially implemented. Some other effective techniques have been dem-
onstrated to overcome this problem. Choi et al. demonstrated a multiple-viewing-zone Il display
using a dynamic barrier array that produces multiple viewing zones by guiding the light rays ema-
nating from the elemental images (Els) using a dynamic barrier array [18]. Although this technique
verified the possibility of generating multiple viewing zones by guiding rays from Els, the system is
not suitable for real-time operation because of low speed and inefficient mechanical movement.
Baasantseren et al. proposed a wide-viewing-angle Il display using two El masks [19]; in this
method, light rays emitted from Els are directed by two masks into corresponding lenses.

Recently, we developed a new method that is capable of controlling the viewing zone of the
integral imaging display by using a directional projection of Els at a predefined projection angle;
the viewing zone shifts in terms of the projection angle [20]. In this method, a special type of
elemental image-generation algorithm—i.e., a directional elemental image generation and resiz-
ing (DEIGR) algorithm—was introduced based on a pixel-mapping algorithm by considering the
directional projection geometry for each pixel according to the directional projection angle, and
an elemental image resizing function was applied to the El generation algorithm to resolve the
mismatch between the El and elemental lens pitch of the lens array, which occurred due to the
directional projection. Unlike the systems demonstrated by Choi et al. and Baasantseren et al.,
the proposed system does not require any barrier array or masks to tilt the rays emerging from
the Els. It can independently direct the light rays emerging from the Els with a directional projec-
tion (collimated) method without any ray-guiding equipment or technique. On the other hand,
although the lens switching method [11] demonstrated by Lee et al. can effectively enhance the
viewing angle by opening and shutting each lens in the array sequentially using moving masks,
this method is not suitable for enhancing a large viewing angle because of the limited ray diver-
gence possible with this method without using advanced ray guiding equipment [18], [19].

In this paper, we propose a viewing-angle-enhanced integral imaging display (VAEIID) system
and implement it by using a time-multiplexed, two-directional sequential projection (TTSP)
scheme and a DEIGR algorithm. The proposed VAEIID system is composed of three main
parts: acquisition, processing and display. The depth and color information of a real object are
acquired by using the Microsoft Kinect sensor [21]; then, two sets of directional elemental im-
ages (DEls) are generated by synthesizing the extracted depths and color information of the
real object for two different angular perspectives using the DEIGR algorithm; and finally, these
two sets of DEls are projected through the proposed VAEIID system in a time-multiplexed se-
quential manner with two digital light processing (DLP) projectors using a TTSP scheme. In the
proposed method, the viewing angle comprises the combination of two diverging ray bundles
emerging from the two sets of DEls projected on a common image screen (i.e., a diffuser
screen) which provides a wider elemental image area (i.e., twice that of a conventional system)
for each elemental lens of the lens array, whereas a conventional Il display system provides an
elemental image area equal to the elemental lens pitch for each elemental image. (Note that, in
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Fig. 1. Principle for viewing angle enhancement with the proposed method. (a) Basic principle of
the proposed method (i.e., PLS shifting by the directional projection and formation of a wider angle
of the diverging rays due to the two directional elemental image projections), (b) basic principle of
the conventional method, and (c) mechanism of the two-directional projection scheme with two pro-
jection devices.

a conventional Il system, the Els are projected at a 0° angle with the optical axes of the lens
array.) As a result, the viewing angle of the proposed VAEIID system is enhanced by almost two
times that of the conventional method.

2. Proposed Method

2.1. Principle

Fig. 1 illustrates the principle of the proposed method. By using the TTSP scheme, two sets
of DEIs are projected in order to retrace them though the same lens array from two different an-
gular (i.e., oy and apg) directions in a time-multiplexed sequential manner. Hence, a wider angle
of ray divergence is achieved due to widening the El space (i.e., twice of the elemental lens
pitch, 2P;) for each elemental lens with the projection of two sets of DEIs from two different an-
gular directions; whereas in a conventional Il system, the El space for each elemental lens is
equal to the lens pitch (i.e., P.), as shown in Fig. 1. As a result, the viewing angle of the pro-
posed VAEIID system forms as the combination of two diverging ray bundles emerging from the
two sets of DEls.

The two directional projection angles are determined such that each of them can shift the
point light source of an elemental lens of the lens array by a half of the lens pitch (%); i.e., the

displacement (d = %) of each PLS from the optical center of the lens should be half of the lens
pitch, and they are placed opposite each other from the optical center of each elemental lens of
the lens array. The principle of PLS shifting by directional projection and the formation of a wider
angle of the diverging rays due to the two directional elemental image projections are depicted
in Fig. 1(a)—(c). In the proposed method, it is very important to determine suitable directional
projection angles. To achieve an enhanced viewing angle of almost two times the conventional
method, the two directional projection angles can be determined depending on the parameters
of the display components of the VAEIID system from the following expressions:

P P
—tan-1( L — _tan—1(LL
o = tan <2f> and ap tan (2;‘) (1)

where oy = a and ag = —a (o = projection angle, in general) are the left and right directional
projection angles, respectively; P, is the pitch of the elemental lens of the lens array; and f is
the focal length of the lens array, which is also used as a gap (g = f) between the elemental
image plane (the diffuser screen) and the lens array. Note that in the proposed method, only
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Fig. 2. Architecture of the proposed viewing-angle-enhanced integral imaging display (VAEIID)
system.

horizontal directional projections are considered. In a similar way, a vertical directional projec-
tion scheme can be performed to enhance the vertical viewing angle of the Il display system.
The viewing angle of the proposed VAEIID system can be calculated as

P
Oproposed = 2tan™" <TL) & 20convensional (2

where the viewing angle of the conventional Il system is

(P
i =2 =),
Hconventlonal tan (2f> (3)

The architecture of the proposed VAEIID system is shown in Fig. 2. The VAEIID system is
implemented with three main steps: i) acquisition of depth and color information of a real object,
ii) information processing and generation of two sets of DEls using a DEIGR algorithm, and
iii) the TTSP scheme for the two-directional sequential projections of two sets of DEIls. The
specific functions of these three steps are as follows.

Step 1: The real object's depth and color red-green-blue (RGB) information are extracted
through an acquisition process by using a Kinect sensor and the Open CL Library
[21]. In this process, both the depth and RGB color information of each pixel of the
real object are collected, which are to be used in the elemental image—generation
process for creating two sets of DEls in order to project them in two different direc-
tions using the TTSP scheme.

Step 2: Two sets of DEls are generated from the extracted depth and color information of
the real object by using a DEIGR algorithm [20]. The DEIRG algorithm is capable of
generating different DEI sets in terms of predefined angular directions by synthesiz-
ing the extracted depth and color information of the real object. For the proposed
method, the directional projection angles are determined by (1), which is explained
in detail in Section 2.2.

Step 3: The two DEI sets are projected using a TTSP scheme onto the same projection
screen in order to retrace them through the same lens array from two different direc-
tions in a time-multiplexed sequential manner. In the TTSP scheme, the two DEI sets
can share the same projection screen as well as be retraced through the same lens
array, avoiding elemental image overlap. The TTSP scheme is explained in detail in
Section 2.4.

2.2. Two Sets of Directional Elemental Images Generation Using a DEIGR Algorithm

A DEIGR algorithm is used for generating two DEIs sets from the depth and color information
of a real object extracted by using a Kinect sensor [21], in order to project them in two different
directions. The DEIGR algorithm is capable of synthesizing the extracted depth and RGB color
information of the real object with different angular perspectives. In the proposed VAEIID
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Fig. 3. Principle of pixel mapping for directional elemental image generation by using a DEIGR algo-
rithm. (a) Pixel mapping for 0° (conventional), (b) pixel mapping for a; = a, and (c) for ag = —«
(proposed) directional projections with the optical axis off the lens array.

system, two sets of DEIls are generated by using the DEIGR algorithm to project them in two
suitable angular directions predefined by the principle of the proposed method.

The principle of the DEIRG algorithm is illustrated in Fig. 3. Before generating the DEls, the ap-
propriate projection angles are first determined by using (1), depending on the parameters of the
display components, such as elemental lens pitch (P,), gap between the El plane and the lens
array (g = f), and the displacement of the PLS due to the directional projection (i.e., d = (P./2)),
as shown in Fig. 1(a). Then, two DEI sets are generated by using the DEIGR algorithm, accord-
ing to the two angular directions determined by (1). The DEIGR algorithm is based on a pixel
mapping algorithm [21] and considering the directional projection geometry of each pixel for the
object's planes, as well as the elemental image plane in terms of directional projection angle. In
the proposed algorithm, each object point is mapped by following the principles depicted in
Fig. 3, considering the projection geometry for each object pixel and elemental image pixel.

Moreover, after the pixel mapping process, an elemental image resizing function is applied in
order to resolve the elemental image mismatch with the elemental lens pitch of the lens array,
which occurs due to the directional projection geometry. The elemental image resizing functions
are expressed as follows.

For a horizontal directional projection, the size of a directional elemental image in x and y
axes can be calculated as

DEly(hor) = P.cosa and DEI,(hor) = P,. (4)

On the other hand, for a vertical directional projection, the size of a directional elemental im-
age in x and y axes can be calculated as

DEly(ver) = P_ and DEI,(ver) = P cosq. 5)

A flow chart of the DEIGR algorithm is shown in Fig. 4. By using the DEIGR algorithm, the
DEI sets can be generated for different directional projections (for example - 0°, 14°, and —14°),
as shown in Fig. 5.

2.3. Design of the Optical Setup for the Proposed VAEIID System

To implement the proposed VAEIID system, it is important to design an optimal optical setup
in order to adjust the two sets of DEls projected by the two projectors onto a certain image
space on the projection screen (i.e., the diffuser screen), according to the principle of the pro-
posed method (see Fig. 1). The design of the optical setup of the VAEIID system is shown
in Fig. 6.
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Fig. 4. Flow chart of the DEIGR algorithm.

Fig. 5. Generation of directional elemental image (DEI) sets using the DEIGR algorithm. (a) Depth
and color (RGB) information of the real object, (b) generated El set using the DEIGR algorithm for
0° projection (conventional), and (c) two sets of DEls for a; = 14° and ag = —14° directional projec-
tions (the proposed method).

From Fig. 6, the distance between the collimating lens and the lens array plane can be deter-
mined with the following expression:

A
L =
2tana

(6)

where A is the aperture of the collimating lens, and « is the projection angle (in general).
Focusing distance of the projector (i.e., distance of diffuser screen) can be calculated as

g
Fpp=Fp +L——2— 7
DP CL cosa ( )

where Fg; is the focal length of the collimating lens.
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Fig. 6. Design of the optical setup for the proposed VAEIID system.
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Fig. 7. Principle of the projection sequences of the TTSP scheme for a two-directional projection of
two sets of DEls.

The distance of each projector from the midpoint (M) of the two projectors is

_ 9 i
Dyp = (FDP + COSOz)Sma (8)

and the distance between the midpoint (M) of two projectors and the center (C) of the lens array is

g
Dyc = (Fpp + —2—)cosa = (Fr + L)cosa. 9
MC ( DP cos ) S ( CL ) ( )

2.4. Time-Multiplexed Two-Directional Sequential Projection (TTSP) Scheme

In the TTSP scheme, at first, three image frames—two image frames (namely, image frame 1
and image frame 2) for two DEI sets generated from the depth and color information of a real
object by using the DEIGR algorithm and a black image (namely, image frame 0) with no infor-
mation—are first created and loaded into the TTSP program. Second, sequential projection is
performed in such a way that in the first sequence, image frame 1 is projected through projector 1
onto the elemental image plane (the diffuser screen) and, at the same time, image frame 0 is pro-
jected through projector 2 onto the same image screen (i.e., the diffuser screen) [see Fig. 2]. As a
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Fig. 8. Flow chart of the algorithm for the time-multiplexed two-directional sequential projection
(TTSP) scheme.

result, on the elemental image screen, only image frame 1, consisting of the DEI set with projection
angle o appears and continues to display until time interval 6t. Then, in the second sequence, im-
age frame 2 is projected through projector 2 onto the elemental image plane (the diffuser screen)
and, at the same time, image frame 0 is projected through projector 1 onto the same the image
screen.

As a result, on the elemental image screen, only image frame 2 consisting of the DEI set with
projection angle ag appears and continues to display until time interval 6t. These two sequences
are continued repeatedly in a time-multiplexed fashion with a uniform time interval of 6t. The ba-
sic principle of the TTSP scheme is illustrated in Fig. 7. To implement the TTSP scheme, Micro-
soft Visual Studio and Open CV programs are used. The algorithm for the TTSP scheme is
shown in a flow chart in Fig. 8.

3. Experimental Setup and Results

Fig. 9 shows the experimental setup of the proposed VAEIID system. To demonstrate the
VAEIID system, a Kinect sensor (Model: Xbox 360) was used to capture a real object to extract
the depth and color information of the object. To perform real object capture, as well as the
depth and color information extraction processes, Microsoft Visual Studio 2010 and Open CL Li-
brary were used. After extraction of the real object's information, both the depth and RGB color
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Fig. 9. Experimental setup of the proposed VAEIID system.
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Fig. 10. Real object capture. (a) Mechanism of depth and color information extraction using a Kinect
sensor and (b) information processing for extraction of the region of interest (i.e., in between the
depth ranges useful in integral imaging) from the whole image information captured by the Kinect
sensor.

data were stored in the computer for use in the elemental image—generation process. The de-
tectable depth range of the KINECT sensor (model: XBOX 360) used in the experiments is
from 800 mm to 4000 mm. In the experiments, the depth range of captured 3-D screen was from
995 mm to 1207 mm, i.e., 212 mm.

From the extracted depth and color data of the real object, two sets of DEls were generated
by using the DEIGR algorithm with appropriate projection angles (i.e., 14° and —14°) as deter-
mined by (1). It can be noted that in the experiment, the depth and color information were cap-
tured by using a single Kinect sensor (i.e., captured with a 0° angle) and were used in the
generation of two DEls sets by synthesizing the extracted depth and RGB color data consider-
ing the perspectives of two predefined directional projection angles, instead of using two Kinect
sensors for two-directional capture. It simplifies the capture process and avoids interference be-
tween infrared rays of two Kinect sensors operating at the same time from two different direc-
tions. The DEIGR algorithm successfully processed the depth data and the RGB data of the
real object (extracted by using a single Kinect sensor) by synthesizing them according to direc-
tional angle to approximate the two different perspectives for the two sets of DEls, because the
directional angles were not very large (i.e., only 14° or —14°). Fig. 10 shows the extraction pro-
cess of the depth and color (RGB) data of the real object.

Finally, the two sets of DEls were projected onto the elemental image screen (the diffuser
screen) in order to retrace them through the same area [see Fig. 1] of the lens array by using
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TABLE 1
Key components of the proposed VAEIID system
Key components Specifications Characteristics
Pitch of elemental lens 5mm
Lens array Focal length 10 mm
Number of elemental lenses 30x30
Focal length 700 mm
Collimating lenses (2) [Fresnel lens] Aperture size (designed) 150mmx150mm
Original aperture size 500mmx400mm
Model XBOX 360
Kinect sensor Resolution of color information 320x240 pixels
Resolution of depth information 320x240 pixels
Projectors (2) Model Optoma W2015
Dual-LCD stereoscopic 3D monitor LCD (2) Samsung {Generic PnP Monitor)
(polarization-based)
TABLE 2
Design parameters of the VAEIID system
Parameters Values
A 150 mmx150 mm
Fer 700 mm
L 300.8 mm
Fpp 990.5mm
Dyp 242 mm
Dy 971 mm
o, 14°
ap -14°
Prixel 0.245 mm
ot 100~ 33 ms
fos 10~30

the TTSP scheme. To demonstrate this process, two DLP projectors (Model: Optoma W2015)
were used with an appropriate optical setup (see Fig. 6) considering the projection geometry for
the two directional projections according to the principle of the proposed method as shown in
Fig. 1. To implement the TTSP scheme, Microsoft Visual Studio 2010 and Open CV programs
were used for repeated time-multiplexed sequential projection of the two sets of DEls.

In the experiment, we also used a dual-LCD stereoscopic (polarization-based) 3-D monitor to
check the exact positioning and geometric matching of the two directional images projected
through the designed VAEIID display system with the two directionally positioned DLP projec-
tors in order for the projection images to meet in a common image space on the diffuser screen
(as seen in Figs. 2, 6, and 9), according to the principle of the proposed method. The specifica-
tions of the key components are listed in Table 1. The important parameters for design and im-
plementation of the proposed VAEIID system are shown in Table 2.

During the experiments, first of all, we determined the pixel pitch on the projection plane for a
directionally (horizontal) projected image as a part of the calibration process [20]. The pixel pitch
can be determined by using the following expression:

Lycosa Ly

TRt (10)

P, pixel =
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(a)

(b)

Fig. 11. Experimental results. (a) Depth and RGB color information of the real object, (b) generated
elemental image (EI) set for 0° projections (using the conventional method) by using a DEIGR algo-
rithm, and (c) reconstructed 3-D images from different viewing angles using 0° projections (with the
conventional method).

where L, and L, are lengths of the test image on the projection screen on the x and y axes, re-
spectively, and Uy and U, are the number of pixels in one line of the test image along the x and
y axes, respectively. In the experiment, the pixel pitch on the projection screen was determined
by projecting a 400 x 400 test white image. The pixel pitch was determined to be 0.245 mm by
using (10). Then the determined pixel pitch was used as an input parameter in the elemental
image—generation program. Before starting the experiments, we also adjusted for suitable
brightness, contrast, sharpness, etc., of the two DLP projectors.

By using the DEIGR algorithm in the elemental image generation for both the conventional I
system and the proposed VAEIID system, the reconstructed 3-D images viewed from different
positions are presented in Figs. 11 and 12, respectively. Fig. 11(a) shows the depth and color
information of a real object, whereas Fig. 11(b) shows a DEI set with a 0° projection angle (for
the conventional system) using the DEIGR algorithm, and Fig. 11(c) shows the leftmost, central
and rightmost captured images. Fig. 12(a) shows the depth and color (RGB) information of the
real object, Fig. 12(b) shows two sets of DEls with 14° and —14° projection angles, respectively,
(for the proposed system) using the DEIGR algorithm, and Fig. 12(c) shows the leftmost, cen-
tral, and rightmost captured images. From Fig. 11(c), we can see that the total viewing angle for
the conventional Il system is 26° (i.e., 13° + 13°), whereas Fig. 12(c) shows that the total view-
ing angle of the proposed VAEIID system is 50° (i.e., 25° 4+ 25°), which is enhanced by almost
twice that of the conventional system (i.e., 26°). Hence, the proposed VAEIID system enhances
the viewing angle by almost two times that of the conventional Il system. Table 3 shows a com-
parison of the viewing angles between the conventional |l system and the proposed VAEIID
system.
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Fig. 12. Experimental results. (a) Depth and RGB color information of the real object, (b) generated
directional elemental image (DEI) sets using the DEIGR algorithm for 14° and —14° directional pro-
jections, and (c) reconstructed 3-D images from different viewing angles using the proposed method
(i.e., the viewing angle is enhanced by almost two times, compared to the conventional method).

TABLE 3
The experimental results in comparison with a conventional system
i Leftmost Central viewing Rightmost Total viewing
Experiments viewing position position viewing position angle
Cal. Exp. Cal. Exp. Cal. Exp. Cal. Exp.
Conventional | 14 036° | -13° | o©° 0° [14.036°| 13° |28.072°| 26°
method (i.e.
with single El
Proposed
method (i.e. | -26.565° | -25° 0° 0° 26.565° 25° 53.13° | 50°
with two DEI
sets at -14°

In principle, ideally, there would not be any overlap between the two directional image sets,
because in the TTSP (time-multiplexed two-directional sequential projection) scheme: when one
projector (for example projector 1) projecting an elemental image set (i.e., image frame 1) at the
same time another projector (i.e., projector 2) projects black image (i.e., image frame 0) that
means no image information from the projector 2 appears on the projection screen (diffuser
screen), so only image information from projector 1 will be displaying within a certain time inter-
val (6t). Alternatively, in the next time interval, the image fame (i.e., image frame 2) from projec-
tor 2 will be appearing on the projection screen, while the projector 1 will project black image
(no image information). In this case, no image overlapping occurs.
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However, the integral imaging technique has an inherited problem that the pixel information
of closer pixel from the neighboring elemental image flips by the neighboring elemental lenses.
Our proposed system also experiences this kind of image flipping as we use diffuser screen,
but it is a considerable range. If the two projection devices (DLP projectors) are replaced by a
single LCD panel with two directional sequential backlight units, then this problem can be over-
come or compensated effectively. Actually, in this study, to verify the principle of enlarging the
viewing angle with two-directional time-multiplexed sequential projections scheme, two ordinary
DLP projectors and a suitable diffuser screen are used. For a precise and commercial imple-
mentation, the system can be developed by replacing the two ordinary projection devices into
an advance LCD or other display device using two-directional sequential backlighting units in a
time sequential manner.

4. Conclusion

From this study, we conclude that the proposed VAEIID system using a TTSP scheme and a
DEIGR algorithm enhances the viewing angle, compared to a conventional Il system. The ex-
perimental results verified that the proposed method can enhance the viewing angle by almost
two times [i.e., 50°; see Fig. 12(c)] that of the conventional system [i.e., 26°; see Fig. 11(c)]. A
comparison of the viewing angles from experimental results with the conventional Il system and
the proposed VEAIID system is shown in Table 3. However, the quality of the reconstructed im-
ages is not very much impressive because of the limitation in the resolution of color and depth
information of the Microsoft Kinect sensor (i.e., only 320 x 240 pixels). If high resolution color
and depth information of real object are used, then the quality of the reconstructed images will
improve. In experiments, we used the Kinect sensor for conforming possibility of implementation
of a real-time VAEIID system in a further development. Furthermore, the proposed VAEIID sys-
tem can be extended to a real-time system by using high-speed projection devices and graphics
processing unit parallel processing.
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