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Light Positioning Algorithm
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Abstract—Existing visible light positioning (VLP) algorithms
typically require multiple LEDs to achieve high-precision posi-
tioning. However, in practice, the number of available LEDs is
influenced by various factors such as the layout of LEDs and the
field-of-view of the receiver, and these factors can significantly
affect the coverage of a VLP algorithm. To address this issue, this
paper proposes an inertial sensor-assisted single view geometry
(ISA-SVG) algorithm, which can achieve accurate positioning as
little as one LED. In particular, we first establish the projection
transformation model between the actual point and its projection
on the image plane. Then, a pose fusion model that effectively
fuses the inertial sensor information and VLP information is
established. Finally, the position of the receiver based on the
pose fusion model is estimated. IAS-SVG significantly improves
the usability and coverage performance of visible light positioning
algorithms. Simulation results show that the coverage rate of the
ISA-SVG algorithm is over 95%. Experimental results show that
the proposed method can achieve an average positioning error
as low as 4.70 cm.

Index Terms—visible light positioning, indoor positioning,
visual information, inertial sensor.

I. INTRODUCTION

Accurate indoor positioning has attracted increasing atten-
tion due to extensive applications in emergent applications like
the Internet of Things (IoT) [1], extended reality [2], and smart
environments [3]. To satisfy different service requirements and
applications, several popular wireless positioning technologies
have been proposed including ultra-wide bandwidth (UWB)
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[4], WiFi [5], and Bluetooth [6]. Although all these positioning
technologies have shown their advantages in a certain aspect,
till now, they still face challenges on the trade-off between the
cost and the accuracy [7].

Under this background, visible light positioning (VLP) has
been extensively studied [8], which is promising to achieve
accurate and low-cost positioning simultaneously. In particular,
VLP reuses existing light-emitting diodes (LEDs) as transmit-
ters and light sensors like the cameras on smartphones and
photodiodes (PDs) as receivers, and thus VLP is a low-cost
technology. Moreover, considering the directional propagation
feature of the light, VLP is accurate in nature due to the
limited inter-interference and relatively stable channel state
information.

There is a plethora of prior art on VLP, and this work
divides the existing VLP studies into three types, i.e. PD-based
[9], camera-based [10] and fusion-based [11] VLP systems. In
particular, for PD-based VLP, PD can easily estimate the signal
strength of the received visible light signals. Therefore, PD-
based VLP algorithms can achieve proximity, fingerprinting
[12] and RSS/RSSR algorithms [13]. In contrast, for camera-
based VLP systems, the camera captures the information of
LEDs via rolling shutter effects. The camera-based VLPs have
several unique features compared to PD-based systems, such
as a larger field of view and spatial separation capability of
light [7]. Moreover, the above PD- and camera-based studies
typically require multiple LEDs to achieve precise positioning,
which may not be practical in scenarios where LEDs are
deployed sparsely.

To solve the above challenges, fusion-based VLP has been
studied, which aims to combine the advantages of multiple
sensors to achieve accurate and robust VLP. For instance,
the authors in [14] combined a motion sensor and a camera
to achieve indoor positioning. However, this method [14]
requires at least three LEDs for accurate positioning, and
thus its coverage is limited. Here, the coverage refers to the
proportion of indoor locatable area to the entire positioning
area. For the algorithm [14], the areas with less than three
receivable LEDs are considered as unlocatable areas. To
enhance the coverage, the authors in [15] proposed to use
the accelerometer and geomagnetic field sensor to achieve
single-LED VLP. However, this method requires a certain
type of LED (i.e. circular LED), and substantial errors occur
in the estimation of the circular LED diameter especially
when the receiver is tilted at a large angle. This will lead
to positioning accuracy degradation. To reduce the estimation
error, the authors [16] proposed to use a value between the
elliptical major axis and the real projection to approximate the
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exact projection, thereby reducing the approximation error and
improving positioning accuracy. However, the approximation
error still exists. Moreover, the authors in [17] presented an
enhanced positioning system that integrates single-lamp VLP
with inertial measurement units (IMUs). By employing a novel
multi-frame fusion method for LED-ID decoding, the system
significantly reduces accumulated errors, achieving real-time
and accurate positioning with a decoding accuracy of 98.5%
and an average localization accuracy within 0.5 m. However,
the algorithm relies on the vertical reception assumption of
VLP signals. That means the tilt or obstruction of cameras can
lead to trajectory drift. Overall, the existing fusion-based VLP
algorithm still has certain practical limitations on the type of
used LEDs, the number of receviable LEDs, etc. Therefore,
a high-coverage, practical VLP algorithm still needs further
investigation.

The main contribution of this work is a fusion-based VLP
algorithm, i.e. inertial sensor-assisted single view geometry
(ISA-SVG) algorithm that can achieve accurate positioning
using only one LED without any receiver tilt limitation.
In particular, we first establish the projection transformation
model between the actual point and its projection on the
image plane. Then, a novel fusion model between the attitude
information and the visible light information is established.
Based on the fused information, the position of the receiver
is finally estimated. Since ISA-SVG does not rely on any
geometry information of LEDs, ISA-SVG is applicable to any
type of LEDs. To verify the feasibility of the proposed ISA-
SVG algorithm, we establish a prototype based on a smart-
phone and several commercial-off-the-shelf LEDs. Simulation
results verify that ISA-SVG can cover more than 95% indoor
areas. Experimental results show that the proposed method can
achieve an average positioning error as low as 4.70 cm.

The rest of the paper is organized as follows. In section II,
we introduce the system model. Sections III and IV introduce
the proposed ISA-ASG and its implementation, respectively.
Next, Section V illustrates the simulation and experimental
results. Finally, Section VI concludes this paper.

II. SYSTEM MODEL

Fig. 1 illustrates the considered system model, where K
LEDs are installed in the ceiling as transmitters, and a user
holds a smartphone to locate its own position. Each LED
constantly broadcasts position information, which consists of
the identification (ID) and the world coordinate of the LED.
The receiver is a smartphone, which is typically equipped with
image sensors and inertial sensors. The image sensor is used
to receive the visible light signal, while the inertial sensor
is used to obtain the Euler angles including pitch, roll, and
azimuth angles of the receiver. The target of this work is
to jointly utilize the information from the image and inertial
sensors to achieve high coverage and accurate positioning.
Let swi = (xw

i , y
w
i , z

w
i )

T
(i ∈ {1, 2, · · ·,K}) be the world

coordinates of the ith LED, and rw = (xw
r , y

w
r , z

w
r )

T be the
world coordinates of the receiver to be determined.

In the system model, five coordinate systems are constructed
to accurately analyze the positional relations between the LED

Fig. 1. System Model.

and the camera. In particular, the four coordinate systems are
i) 3D world coordinate system (WCS) ow − xwywzw, ii) 3D
camera coordinate system (CCS) oc − xcyczc, iii) 2D image
coordinate system (ICS)oi−xiyi, and iv) 2D-pixel coordinate
system (PCS) op−upvp. Additionally, we further construct an
auxiliary coordinate system (ACS) oa − xayaza to represent
the Euler angle information from the inertial sensor.

As shown in Fig. 1, in PCS, ICS, and CCS, the axes up,
xi and xc are parallel to each other. Similarly, vp, yi and yc

are also parallel. In WCS, the zw-axis is upward and vertical
to the ground, and the xw-axis and yw-axis are parallel to the
walls. Additionally, point op is located at the top left corner
of the imaging plane, point oi is at the center of the imaging
plane, known as the principal point, with pixel coordinates
(up

0 , v
p
0 )

T, where oc is the optical center of the image sensor
and is situated on the optical axis. Since the focal length
f is the distance between points oc and oi, and the z-axis
coordinates of all projection points on the image plane CCS
are equal to f . Furthermore, the projection of the ith LED
on the imaging plane lies on the same line with oc. For any
point P in a finite space, its corresponding coordinates in the
WCS and CCS can be denoted as Pw and P c respectively.
The transformation from CCS to WCS can be represented as

Pw = Rw
c P

c +T0 (1)

where Rw
c is the rotation matrix and T0 is the translation

vector. Note that T0 also represents the position coordinates
of the camera in WCS, i.e. the positioning target. In a
general positioning model, both the rotation matrix Rw

c and
the translation vector T0 need to be calculated.

In addition, due to the imaging principle of the camera,
there is a one-to-one correspondence between points on the
image and corresponding points on the actual object. This is
reflected in the CCS and ICS by the same geometric similarity
relationship in the point coordinates of the ”object-image”
point pairs. This similarity property is reflected in the imaging
process shown in Fig. 1. In particular, the relationship between
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the coordinates of points in ICS and CCS can be easily
represented as follows{

x/Xc = f0/Z
c

y/Y c = f0/Z
c (2)

where (x, y) represents the coordinates of a point in ICS and
(Xc, Y c, Zc) represents the coordinates of the point in the
CCS, and f0 is the focal length of the camera. From (2), it
can be observed that there is a linear relationship between the
horizontal and vertical coordinates and the height coordinates
in the CCS. Moreover, the relationship between PCS and ICS
can be represented as{

u = x/dx + u0

v = y/dy + v0
(3)

where (u, v) is the coordinate of a point in PCS, (u0, v0)
is the pixel coordinates of the origin in ICS, dx and dy are
the physical size of pixels. Furthermore, due to the use of an
inertial sensor, a transitional coordinate system termed as 3D
auxiliary coordinate system oa − xayaza is also considered.
The new coordinate system is established with the inertial
sensor as the origin and is used to connect WCS to the CCS.

III. INERTIAL SENSOR-ASSISTED SINGLE VIEW
GEOMETRY ALGORITHM

This section elaborates on the proposed ISA-SVG algo-
rithm, which consists of the following three steps. First, based
on the visual information captured by the image sensor, a
perspective projection model is established, and the camera
coordinates of the LED projection are obtained through projec-
tion transformation. Second, based on the attitude information,
the transformation relationship between WCS, ACS, and CCS
is established, and the attitude coordinates of the LED and
LED projection are obtained through coordinate transforma-
tion. Finally, the 2D and 3D positions of the receiver are
estimated based on the planar geometry theory. The detailed
content of the algorithm is presented as follows.

A. Projection Transformation
Fig. 1 shows a pinhole camera. As shown in Fig. 1, the

LEDs, the projection of the LEDs on the imaging plane, and
the optical center lie on the same line. The PCS, ICS, and CCS
of the ith LED projection are denoted as spi ′ = (up

i ′, v
p
i ′)

T ′,
sii′ =

(
xi
i′, yii′

)T ′ and sci ′ = (xc
i ′, yci ′, zci )

T ′ respectively.
Based on the single-view geometry theory, the relationship
between these coordinate systems is shown below xc

i ′ = xi
i′ = (up

i ′ − u0) dx
yci ′ = yii′ = (vpi ′ − v0) dy
zci ′ = f

(4)

where dx and dy represent the physical dimensions of each
pixel in the x and y directions respectively, and the pixel coor-
dinates of the LED can be obtained through image processing.

B. Multi-information Fusion
Since the inertial sensor cannot directly obtain the trans-

formation relationship between the WCS and the CCS, this

subsection introduces ACS to achieve the goal. First, the trans-
formation relationship between WCS and ACS is established.
Then, the transformation relationship between CCS and ACS
is established. In this way, WCS and CCS are connected and
the attitude information is seamlessly integrated.

The transformation relationship between WCS and ACS is
shown below

sai = Ra
ws

w
i +Ta

w (5)

where swi = (xw
i , y

w
i , z

w
i )

T and sai=(xa
i , y

a
i , z

a
i )

T are the
WCS and ACS coordinates of the ith LED respectively,
T a
w = (tx, ty, tz)

T is the translation vector from WCS to ACS,
and Ra

w is the rotation matrix from WCS to ACS. In particular,
Ra

w can be represented in the following form

Ra
w = RX ′RY ′RZ ′ (6)

where RX ′ =

 1 0 0
0 cosα′ sinα
0 − sinα′ cosα′

′

, RY ′ = cosβ′ 0 − sinβ′
0 1 0

sinβ′ 0 cosβ′

, RZ ′ =

 cos γ′ sin γ′ 0
− sin γ′ cos γ′ 0

0 0 1

,

respectively, represent the rotation matrix of WCS relative to
ACS in the xw-axis, yw-axis, and zw-axis directions. Here, the
rotation angles α′, β′, and γ′ can be measured by the inertial
sensor. Since the receiver’s WCS and ACS are represented as
rw = (xw

r , y
w
r , z

w
r )

T and oa = (0a, 0a, 0a)
T, according to (5),

we can obtain

rw = −Ra
w
TTa

w (7)

If we define

 a1′ b1′ c1′
a2′ b2′ c2′
a3′ b3′ c3′

 ∆
= Ra

w, we have xw
r

ywr
zwr

 = −

 a1′ b1′ c1′
a2′ b2′ c2′
a3′ b3′ c3′

T  tx
ty
tz


= −

 a1′ a2′ a3′
b1′ b2′ b3′
c1′ c2′ c3′

 tx
ty
tz

 (8)

Furthermore, one can deduce that

tz = −zwr
c3′

− c1′
c3′

tx − c2′
c3′

ty. (9)

Substituting (9) into (5), we have
xa
i = a1′xw

i + b1′ywi + c1′zwi + tx
yai = a2′xw

i + b2′ywi + c2′zwi + ty
zai = a3′xw

i + b3′ywi + c3′zwi − zw
r

c3′ −
c1′
c3′ tx − c2′

c3′ ty.
(10)

In this way, we can determine the transformation relationship
between WCS and ACS. Since the WCS of LEDs are known in
advance, we can easily determine ACS of the LED according
to (10). In this way, the connection between WCS and ACS
is established.

Next, we further obtain the transformation relationship
between CCS and ACS. Since the attitude information only
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Fig. 2. The Conversion Relationship between CCS and ACS.

involves rotation transformations of the coordinates, for sim-
plicity, we assume that the origin of CCS coincides with
the origin of ACS, and only the directions of the coordinate
axes are different, as shown in Fig. 2. The transformation
relationship between CCS and ACS can thus be represented
as  xa

i = −yci
yai = xc

i

zai = zci

(11)

where sci = (xc
i , y

c
i , z

c
i )

T and sai = (xa
i , y

a
i , z

a
i )

T are respec-
tively the CCS and ACS of the ith LED. In this way, the
connection between WCS and CCS is established according
to (10) and (11).

C. Position Estimation

For 2D positioning with known zwr , there are only two un-
knowns in (10), i.e. tx and ty . If we set k1 = − c1′

c3′ , k2 = − c2′
c3′ ,

m1 = a1′xw
i + b1′ywi + c1′zwi , m2 = a2′xw

i + b2′ywi + c2′zwi ,
and m3 = a3′xw

i + b3′ywi + c3′zwi − zw
r

c3′ , then we can simplify
(10) as follows  xa

i ′ = tx +m1

yai ′ = ty +m2

zai ′ = k1tx + k2ty +m3.
(12)

Due to the fact that the projection of LEDs and the origin of
ACS lie on the same straight line, according to the collinearity
theorem, we can obtain

xa
i ′
xa
i

=
yai ′
yai

=
zai ′
zai

. (13)

Substituting (11) and (12) into (13), we obtain

{
(k1x

a
i − f) tx + k2x

a
i ty = −m3x

a
i +m1f

(k1y
a
i tx + (k2y

a
i − f) ty = −m3y

a
i +m2f.

(14)

Based on the above equation, we can obtain tx and ty , and
then substitute them into (9) to solve for tz . Finally, based on
(8), we can estimate the position of the receiver.{

xw
r = −a1′tx − a2′ty − a3′tz

ywr = −b1′tx − b2′ty − b3′tz
(15)

Algorithm 1 ISA-SVG Algorithm.
Input:

The Number of LED K;
World coordinates of LED sw1 ∼ swK ;
Pixel coordinates of LED projection sp1 ′ ∼ spK ′;

Output:
WCS of the receiver rw;

1: While K ≥ 2 do
2: For i = 1 → K do
3: Obtain the camera coordinates sci of the LED projection

according to (4).
4: Obtain the orientation sai of the LED based on (10).
5: Obtain the orientation sai ′ of the LED projection based on

(11).
6: End
7: Estimate the receiver’s position rw=(xw

r , y
w
r , z

w
r ) using

planar geometry theory based on (15).
8: End

TABLE I
DEVICE PARAMETERS

Parameters Model/Values

LED

Model Addlon ADL-TD01B
Semi-angle Φ1/2 = 67.5◦

Transmitter Power Pt = 5 W
Radius 3.5 cm

Camera

Model Rear camera of Realme Q2i

Intrinsic parameters
f = 3.462 mm

du = dv = 1.12× 10−3 mm
(u0, v0) = (2080, 1560)

In conclusion, when zwr is known, ISA-SVG algorithm can
achieve 2D positioning using a single LED. Note that since
the position can be estimated based on linear equations, the
proposed ISA-SVG is also efficient. When zwr is unknown,
since (10) contains three unknowns: tx, ty , and zwr , and thus
a single LED cannot solve for all three unknowns parameters.
In this case, it is necessary to introduce another LED. In other
words, the ISA-SVG algorithm can achieve 3D positioning
using two LEDs. Since the computation process for 3D
positioning is similar to that of 2D positioning, we will not
delve into it here. Please refer to Algorithm 1 for the detailed
steps of the ISA-SVG algorithm.

IV. IMPLEMENTATION OF ISA-SVG
To verify the feasibility of the proposed algorithm, we built

an experimental platform. The experiment was carried out at
the space of 120 cm × 120 cm × 240 cm, with three LEDs
installed on the ceiling at coordinates of [24.2, 32.3, 240]T,
[94.9, 32.2, 240]T, and [95.2, 101.9, 240]T (in centimeters).
The experimental platform is shown in Fig. 3 and the system
specifications are given in Table I.

At the transmitter side, commercial high-power LEDs are
used as transmitters to provide both illumination and location
landmarks, which is in line with practical scenarios. A personal
computer is used for data preprocessing, encompassing data
frame structuring and encoding procedures. To ensure packet
synchronization, the data frame comprises a Start Frame
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(a) Test-bed environment (b) Block diagram

Fig. 3. Experimental setup.

Delimiter (SFD) and identity information, with SFD being
constituted by single-byte data and Barker codes. Furthermore,
Manchester encoding is used to mitigate flickering concerns,
while an Arduino development board is utilized for On-
off Keying (OOK) modulation, a voltage up-down board
for voltage regulation, and a DD312 chip for drive current
generation. Ultimately, the transmitter’s identity information
is disseminated via LED broadcast.

At the receiver, the receiver utilizes a commercial Android
smartphone, the Realme Q2i 5G model, with its camera serv-
ing as the image sensor. The pixel coordinates of the principal
point are (up

0 , v
p
0 )= (2080, 1560), the physical size of the

pixels is dx = dy = 1.12 µm, the focal length is f = 3.462
mm, and the exposure time and frame rate are 0.125 ms
and 30 fps, respectively. The phone’s built-in accelerometer,
gyroscope, and magnetometer serve as inertial sensors. The
data measured by the accelerometer and magnetometer can be
used to calculate the phone’s three rotation angles. Android has
encapsulated the calculation process into dedicated application
programming interfaces for direct user access. The entire posi-
tioning process at the receiver end involves image processing,
demodulation, decoding, and algorithm implementation, all of
which are completed by the smartphone’s processor. Note that
due to the projection principle of cameras, the camera can
project different LEDs on the different areas of the image
plane, and thus it can filter out the interference light and extra
LEDs useless for positioning. That means ISA-SVG is robust
to environment variation. The experiment results will be shown
in the next section.

V. SIMULATION AND EXPERIMENTAL RESULTS

This section evaluates the performance of ISA-SVG via both
simulation and experimental results.

A. Simulation Results

In the simulation, a scenario with four LEDs is considered
with the coordinates of the LEDs being (3.5,3.5,3), (3.5,4.5,3),
(4.5,3.5,3), and (4.5,4.5,3) (in meters), and a half-power angle
of 60 degrees. The indoor space has dimensions of 8 m × 6
m × 3 m. The sampling points of the receiver have a discrete
step size of 10 cm along each coordinate axis, resulting in
a total of 80 × 60 × 30 = 144000 positioning points for
simulation. The coverage ratio (CR) is used to evaluate the
coverage performance of a positioning algorithm, which is
defined as:

CR =
Neffective

Ntotal
× 100% (16)

where Neffective represents the number of positions where
the receiver can detect a sufficient number of LEDs for
positioning, Ntotal represents the total number of measured
positions.

As shown in Fig. 4, to verify the coverage performance, we
conduct three fused VLP algorithms, including ISA-SVG, an
inertial measurement unit-based single LED VLP algorithm
(V-IMU) [16] and a camera-assisted received signal strength
(CA-RSS) algorithm [18]. The receiver’s field of view angle
ranges from 0° to 80°, and the receiver orientation is consid-
ered arbitrarily. It can be observed that the coverage ratios of
ISA-SVG and V-IMU rapidly increase from 0 to 95%, and they
have better coverage performance than that of CA-RSS. This
is because both ISA-SVG and V-IMU require only a single
LED for 2D positioning, while CA-RSS requires three LEDs.
With the assistance of the IMU, the ISA-SVG algorithm is
not limited by the receiver orientation, allowing it to achieve
a high coverage ratio with reliable positioning accuracy.

Fig. 5 further illustrates the cumulative distribution function
(CDF) curves of the proposed ISA-SVG and the two baseline
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Fig. 4. The comparison of coverage ratios for positioning among ISA-SVG,
V-IMU, and CA-RSS algorithms with arbitrary receiver orientations.
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Fig. 5. The 2D positioning accuracy performance of ISA-SVG, V-IMU, and
CA-RSS algorithms.

algorithms. Since both ISA-SVG and V-IMU require IMU to
obtain rotation angles, we consider two cases. In case 1, we
consider the ideal case with no measurement error, while in the
second case, we impose random measurement errors uniformly
distributed in [−1.5°, 1.5°] on the pitch and roll angles and
random measurement errors uniformly distributed in [−5°, 5°]
on the yaw angle [19]. It can be observed that the proposed
ISA-SVG can always achieve the best performance in case 1.
Moreover, ISA-SVG can also outperform the baseline scheme
in case 2 with IMU measurement deviations. That means the
proposed ISA-SVG is also robust to the imperfections of the
hardware, which will further be validated in the experimental
results in the next subsection.

B. Experiment Results

This subsection presents the experimental results of the
ISA-SVG algorithm. First, the 2D positioning accuracy of
the ISA-SVG algorithm under different receiver orientations is
evaluated. As shown in Fig. 6, when the receiver is horizontal,
the minimum error, maximum error, and average error of
the positioning results are 1.78 cm, 6.57 cm, and 4.68 cm
respectively. When the receiver rotates 30° around the x-axis,

the minimum error, maximum error, and average error of the
positioning results are 2.57 cm, 10.64 cm, and 5.74 cm. When
the receiver rotates 30° around the y-axis, the minimum error,
maximum error, and average error of the positioning results are
2.83 cm, 11.75 cm, and 6.03 cm. It can be observed that under
different receiver orientations, the positioning errors of the
ISA-SVG algorithm are constantly within 12 cm, validating
the effectiveness and stability of the proposed algorithm in
practical applications.

Furthermore, the 3D positioning accuracy of the ISA-
SVG algorithm under different receiver orientations is further
evaluated. As shown in Fig. 7, when the receiver is horizontal,
the minimum error, maximum error, and average error of
the positioning results are 2.22 cm, 9.38 cm, and 5.63 cm
respectively. When the receiver rotates 30° around x-axis,
the minimum error, maximum error, and average error of the
positioning results are 3.47 cm, 11.32 cm, and 6.01 cm. When
the receiver rotates 30° around the y-axis, the minimum error,
maximum error, and average error of the positioning results are
4.27 cm, 12.69 cm, and 6.79 cm. It can be seen that compared
to 2D positioning, the error in 3D positioning only slightly
increases but still remains at a relatively low level. Therefore,
the ISA-SVG algorithm can achieve high-precision positioning
while ensuring high coverage.

The 2D and 3D positioning accuracy of the ISA-SVG
algorithm in a mobile environment is also evaluated. In this
experiment, the receiver moved along a rectangular path. The
positioning results in a mobile environment were repeatedly
measured and then summarized. As shown in Fig. 8, the
overall trend of the positioning results closely matched the
actual path. For 2D positioning, the maximum, minimum,
and average positioning accuracy are 11.33 cm, 2.53 cm,
and 5.04 cm, respectively. Besides, the maximum, minimum,
and average 3D positioning accuracy are 12.65 cm, 3.02 cm,
and 6.31 cm, respectively. Therefore, the deviation errors
between estimated coordinates and the actual path in a mobile
environment were all within 13 cm. The experimental results
verify that the proposed ISA-SVG algorithm can achieve stable
performance in the mobile environment.

To further expand the considered scenarios, Fig. 9 evaluates
the positioning accuracy of ISA-SVG with different heights
and orientations. It can be observed that ISA-SVG achieves
stable performance under different heights and tilted angles.
For instance, when the height of the receiver is 90 cm with
0-degree titled angle, more than 98% samples can achieve an
accuracy of 10 cm. With the height and tilted angle increasing,
the positioning accuracy decreases slightly but still achieve
fair good performance. For instance, when the height of the
receiver is 120 cm with 30-degree titled angle, about 88%
samples can still achieve accuracy within 10 cm.

VI. CONCLUSION

In this paper, we propose an inertial sensor-assisted single-
view geometry algorithm to address the coverage limitation
issue of traditional visible light positioning algorithms and
achieve accurate positioning with as little as one LED. Partic-
ularly, we first establish a pose fusion model that effectively
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(b) the receiver rotates 30° around the x-axis.
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Fig. 6. The 2D positioning accuracy of the ISA-SVG algorithm under different receiver orientations.

(a) the receiver is horizontal. (b) the receiver rotates 30° around the X-
axis.

(c) the receiver rotates 30° around the y-axis.

Fig. 7. The 3D positioning accuracy of the ISA-SVG ccalgorithm under different receiver orientations.

fuses the inertial sensor information and VLP information.
Based on single-view geometry theory, the ISA-SVG algo-
rithm obtains the camera coordinates of LED projection. Then,
by introducing an orientation coordinate system, it establishes
a link between WCS and CCS to further derive the orientation
coordinates of LED and LED projection. Finally, the receiver’s
position is estimated based on planar geometry theory. The
ISA-SVG algorithm enables 2D positioning of a single LED
and 3D positioning of dual LEDs. Simulation results show
that the coverage rate of the ISA-SVG algorithm is over
95%. Experimental results show that the proposed method can
achieve an average positioning error as low as 4.70 cm. In
future, it is interesting to further expand this work to outdoor
scenarios.
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Fig. 8. Localization accuracy of the ISA-SVG algorithm in a mobile
environment.
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Fig. 9. The positioning performance of ISA-SVG with different heights and
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