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Abstract—This work presents a systematic study of the sen-
sitivities of silicon avalanche photodiode (APD) performance
metrics, including gain, excess noise, and bandwidth, to potential
variabilities in the fabrication process. The APDs simulations
are performed using a state-of-the-art Full-Band Monte Carlo
(FBMC) device simulator with the integrated band structure
and scattering rates calculated ab—initio with density-functional
theory (DFT). The focus of this work is placed on the perfor-
mance of CMOS-compatible lateral transport separate-absorber-
multiplier APDs (SAM APDs) fabricated on an SOI layer.
The FBMC material models are validated against experimental
data for carrier velocities and impact ionization coefficients, in
addition to the reported APD performance of a germanium-
on-silicon (Ge-on-Si) separate-absorber-charge-multiplier APD
(SACM APD). The fabrication variations considered for the SAM
APD include slight variations to the doping concentration and
physical dimensions of the multiplier and absorber regions, as
well as the thickness of the SOI layer. The results show that
fabrication variations may have significant effects on the gain
of the APD, but minimally affect the excess noise factor and
bandwidth of the devices.

Index Terms—Silicon Photonics, Avalanche Photodetector,
Silicon APDs, lateral avalanche photodetector, integrated op-
toeletronics

I. INTRODUCTION

The ability to detect with high sensitivities in low light
conditions is of utmost importance for a diverse range of
applications, including fiber optic communications [1]-[3],
LiDAR [4] and Quantum Key Distribution (QKD) [5], [6]. For
each, avalanche photodetectors (APDs) have been successfully
employed as the primary detectors to meet the sensitivity
and responsivity requirements [7]-[9]. Silicon is a desirable
material for APDs due to its ability to detect a wide range of
wavelengths, ranging from ultra-violet (UV) to near-infrared
(NIR), and has demonstrated desirable multiplication proper-
ties [8], [10]-[15]. Its desirable multiplication properties have
also motivated its use as the multiplier material for infrared
heterojunction APDs, such as Ge-on-Si [11]-[13], [16], or
GeSn-on-Si [17] photodetectors. Other advantages of silicon-
based APDs (SiAPDs) include monolithic integration with
read-out integrated circuitry and compatibility with the CMOS
fabrication infrastructure [18], [19], which promote high yield
and high pixel densities [20].
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The desirable multiplication properties of silicon are mainly
attributed to its low ionization coefficient ratio (k-ratio). Mod-
ern sub-micrometer thick multiplication layers have demon-
strated a low effective k-ratio of approximately 0.1 [11]-[14].
Having a k-ratio in this range is preferable for maintaining
a low excess noise factor at high gain [21], which allows the
APDs to reach high detection sensitivities. Furthermore, a low
k-ratio also promotes high gain-bandwidth product due to the
decreased “avalanche build-up effect” [22].

Although silicon has demonstrated its promise as a mul-
tiplier material, sharp electric field profiles induced by the
high doping values, and small physical dimensions of sub-
micrometer scale APDs have created challenges in attaining
consistent device performance. For example, some fabrication
facilities account for small dimensional variations incurred by
process variation to minimize the effects on device-to-device
performance [23]. For APDs, the variation in performance
is primarily attributed to the sensitivity of the carrier mul-
tiplication process to the local electric field. Carriers within
these sharp high field regions will be rapidly energized by the
field, and carriers with energies in excess of the bandgap may
impact ionize. However, the small dimensions of the sharp
high-field regions limit where carriers can multiply. Thus,
small variations in the high-field regions, including variations
in its magnitude and dimensions, may significantly affect the
performance metrics of APDs [14], [24], [25].

In this work, we investigate how potential variabilities in
the fabrication process, including changes to the physical
dimensions and doping values, may impact the performance of
silicon separate-absorber-multiplier (SAM) APDs. The APD
is fabricated on a silicon-on-insulator (SOI) film, using con-
ventional CMOS techniques to form the device structure and
implement the doping profiles. The baseline geometry used
to benchmark the performance is inspired by literature [8].
Understanding how fabrication variations affect performance
metrics will help guide the fabrication of these APDs, and
ensure that they meet the required specifications.

The APD performance metrics of gain, excess noise factor,
and bandwidth are simulated using a full-band Monte Carlo
(FBMC) device simulator. Due to its inclusion of the full band-
structure of silicon, the FBMC is well-suited for simulating
high-field transport phenomena [26]. Compared to the drift-
diffusion method, which does not account for carrier energies
and treats impact ionization phenomenologically, carriers in
FBMC simulations respect the bandstructure of the material
and only impact ionize when the carrier reaches sufficient
energies. Furthermore, its inclusion of stochastic scattering
models allow it to simulate noise. Finally, Monte Carlo has
also demonstrated effectiveness in simulating short-channel
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effects, such as velocity overshoot, which may not be cap-
tured by other simulation methodologies. Thus the physical
accuracy of the FBMC method make it well-suited for accurate
simulations of APDs.

This paper is structured as follows: Section II describes
our methodologies, including the Full Band Monte Carlo
Model (Section II-A), device simulations (Section II-B), de-
vice structures (Section II-C), and the fabrication variations
explored(Section II-D). Section III presents our findings cov-
ering the gain characteristics (Section III-A), excess noise
factor, and the impulse response and bandwidth of the devices,
highlighting their dependence on device geometry and doping.
The paper concludes with a summary of these findings and
their implications for the design and fabrication of silicon
APDs.

II. METHODS AND DEVICE STRUCTURES

A. Full Band Monte Carlo Model

The simulations presented in this work have been per-
formed using the three-dimensional full-band Monte-Carlo
code FBMC3D developed at Boston University [27], [28].
The description of the material is based on an ab-initio model
of full-band structure and scattering rates of silicon obtained
using density function theory (DFT) and hybrid functionals
(HSE). A detailed description of the simulation methodology
can be found in our previous work [29]. All the simulations’
results have been obtained for an operating temperature of
300 K. Silicon carrier-phonon interaction is described using
effective scattering rates, which have been calibrated to match
ab-initio calculated values by scaling with a deformation po-
tential. A comparison between effective and ab-initio scattering
rates for acoustic and optical phonons is shown in Fig. 1.

The carrier velocity-field curves obtained using the ab-initio
electronic structure and effective scattering rates are shown
in Fig. 2. Electrons and holes velocities were computed for
applied electric fields in the (100) and (111) crystallographic
directions and are compared to the available experimental val-
ues [30]-[32]. The numerical results are well aligned in both
low and high electric fields. Furthermore, the simulated results
exhibit the same anisotropy observed in the experimental data,
with velocities in the (111) slightly higher than (100) for
electrons above 5 x 103 Vem ™! and slightly lower than (100)
for holes above 2 x 10* Vem™1!.

For simulating APDs, the description of the impact ioniza-
tion process for electrons and holes, which is responsible for
the carrier multiplication process, must also be included. In
this work, the energy-dependent electron, (R.;), and hole,
(Rpji), impact ionization rates are approximated using the
Keldysh formula [33]. The calculated impact ionization co-
efficients computed using the rates from Eq. 1 and Eq. 2
are compared to experimental and inferred data [34]-[36] in
Fig. 3, showing good agreement with the previously published
values up to 800kV cm ™! for both electrons and holes. In this
work, the electron and hole ionization coefficients are referred
to as « and (3, respectively.
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Fig. 1: Scattering rates used for the silicon FBMC3D model.
The mechanisms included in the simulation are acoustic (aco)
and optical (opt) phonons. The red lines are the energy-
dependent rates used in the simulations. The black markers are
the rates computed through DFPT using the HSE computed
bands.
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Fig. 2: Simulated and experimental velocities for electrons
(red) and holes (blue) compared to experimentally obtained
values from (a) Canali [30], (b) Canali [31], and (c) Otta-
viani [32].
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Fig. 3: Simulated and experimental impact ionization coeffi-
cients for electrons (red) and holes (blue) compared to exper-
imentally obtained values from (a) Van Overstraetenden [34],

(b) Grant [35], and (c) Rivera [36]. The k-ratio is computed
as 8/a. At high electric fields the k-ratio approaches 1.
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B. Device simulation

The simulations of gain, excess noise factor, and bandwidth
are performed using a frozen field (FF) approximation, which
assumes that the electric field profile changes negligibly from
its steady-state values during the operation of the APD.
This approach is valid for simulations where the number of
secondary carriers generated from impact ionization events
do not incur significant carrier screening effects. Thus, the
simulated APDs in this work are biased well-below breakdown
levels to ensure the validity of the simulations. Running
simulations with the FF approximation significantly reduces
the computational cost due to removing the need to repeatedly
solve Poisson’s equation to obtain the electric field profile.

Running simulations with FF requires first obtaining the
steady-state electric field profile for a set biases. The ra-
tionale for choosing which biases to simulate is detailed in
Section III-A. Using the steady-state electric field, electrons
and holes are seeded at the edge of the absorber-multiplier
interface, where they are subsequently energized by the sharp
electric fields of the device. The average multiplication gain
of the APDs is calculated using the formula:

<M> = Nionizations /Nseeded +1 (3)

where (M) is the mean value of the gain distribution, Nj,,
is the total number of ionizations incurred, and Ngeegeq 1S the
number of seeded electrons. To enhance the statistics, Ngeeded
of 500 is used for each gain simulation.

The evaluation of excess noise factor follows a similar
methodology. In this case, a single electron is injected at
absorber-multiplier interface with a depth corresponding to the
average depth of absorption for the wavelength of interest. For
the wavelength of 350 nm, the corresponding average depth
of absorption is approximately 10 nm below the surface [37].
With Mj being the gain distribution of single electron injec-
tions, the excess noise factor, F'(M), can be calculated by:

F(M) =1+ Var(My)/{My)? 4)

Finally, the bandwidth of the APD can be estimated by its
impulse response [38], [39]. Using the same methodology as
the gain simulations, the electrons seeded at the absorber-
multiplier interface can be considered an impulse signal.
With i(t) being the time-dependent current response of the
impulse signal, its frequency response, I(f), can be obtained
by applying the Fourier Transform, F, on i(t), as given below:

I(f) = F(i(t)) (5)

The 3-dB bandwidth can then be extracted from I(f).
It should be noted that the bandwidth obtained using this
approach is the bandwidth contribution from only the multi-
plier region without contributions from carrier diffusion and
parasitic RC delay due to the read-out electronics.

C. Device structure

The device structure used to study the effects of fabri-
cation variations is based on the lateral transport separate-
absorber-multiplication (SAM) configuration fabricated on an
SOI layer. To simulate this device structure, a quasi-2D mesh
was employed. The geometrical and doping characteristics of
this device, along with the electric field distribution at an
arbitrary applied voltage, are presented in Fig. 5. The design
of these devices is highly compatible with the existing CMOS
fabrication process, making them desirable from a yield and
pixel density perspective [8], [10].

The CMOS SAM APD design used for this work was
inspired by Ref. 8, which exhibited favorable characteristics
such as high responsivity and large bandwidth. The smallest
critical dimension of Ref. 8 was 50 nm, while for the design
of this work it is 250 nm, and was fabricated using a standard
SOI CMOS process. Other APDs that were fabricated using
CMOS 130nm and 180nm technology nodes were also able
to achieve high bandwidth and responsivity for silicon based
APDs [18], [19]. The primary objective of this design is
to explore the impact that fabrication variations has on its
performance, and potentially aid in the design considerations
of similar technology node SiAPDs.

To validate the FBMC model, we use a vertically-stacked
separate-absorber-charge-multiplication (SACM) structure due
to the availability of experimental data on Ge-on-Si
APDs [11]-[13]. To simulate this structure, a simple one-
dimensional (1D) model is used to represent a vertical cross-
section through the device. In this structure, infrared light
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Fig. 4: Comparison of simulated and experimental data from
Ref. 12. Panel (a) shows the electric field at an arbitrary bias
of the 1D geometry used to simulate the vertical SACM Ge-
on-Si APD. Panel (b) shows the APD gain versus applied
bias. Panel (c) shows the normalized impulse response of the
APD. Panel (d) shows the simulated excess noise factor plotted
against Mclntyre’s curves [21]. The doping (with the values of
the experimental devices in parentheses) used to produce the
simulation results in cm ™3 are 1 x10'® (1x10'°) in the p-Ge
absorber, 1.7x10'6 (2x10'7) in the p-Si charge layer, 1 x10'°
(< 2x10'9) in the i-Si multiplication layer, and 1x10'° (>
1x102%) in the nt-Si contact layer.

is absorbed in the p-type germanium absorber layer (p-Ge
abs), and the photo-generated carriers diffuse and multiply in
the intrinsically-doped silicon region (i-Si mult.). An example
of the 1D model and its electric field when biased at an
arbitrary voltage is shown in Fig. 4a. The geometry and doping
profile follow the example provided in Ref. 12, with a p-type
charge layer doped at 1.7x10'® cm™3, a 100 nm multiplication
layer doped at 1x10'® cm™3, and a n-type contact layer
doped at 1x10' cm™3. The 1D simulation results of gain
(Fig. 4b) and excess noise factor (Fig. 4d) using the FBMC3D
simulator with the full band structure of silicon presents values
similar to the experimental data, with gain increasing super-
exponentially at an applied bias of ~9.5V, and an excess
noise factor following the Mclntyre curve for a k-ratio of
approximately 0.2. The impulse responses of the multiplication
region for an average gain of 1 and 14.3 is shown in Fig. 4c,
which demonstrates the much longer response at higher gain.
A detailed study of the impact of fabrication variations on
the performance a vertical SACM APDs will be published
elsewhere.

To accurately seed the electrons in the quasi-2D SAM APD,
the absorption profile of incident light must be considered. In
those devices, the incident light is absorbed near the surface. In
our model, we assume that a reflective surface is placed above
the contact regions and the multiplication region. As a result,

250 nm 300 nm

n+

contact

500 nm

Fig. 5: The 2D geometry used to simulate the lateral-transfer
SAM APD. The dimensions provided are the same dimensions
given by Table I of the baseline device. When biased, the
electric field radiates around the n™ contact region, with the
peak of the field occurring near the surface between the
n" contact region and multiplication region. Darker colors
indicate higher electric field magnitudes. The dimensions and
doping values for

light can only be absorbed in the absorber region, similarly
to the case of the SACM device. For simulating the detector
performance, a monochromatic beam with a wavelength of
350nm is assumed to be incident on the top of the device.
The absorption coefficient for silicon corresponding to the
incident wavelength is approximately 1x10% cm~! [37]. Since
the inverse of the absorption coefficient is much shorter than
the thickness of the SOI layer, a simple Beer’s law profile is
assumed for photon distribution in the absorber layer, and is
given by:

I(z) = I(0)e™"* (6)

where I(z) is the intensity of the illumination at a depth z
into the device, and « is the absorption coefficient and is equal
to 1x10% cm™!. At the beginning of each simulation, photo-
electrons are seeded at the absorber-multiplier interface with
the given Beer’s law profile. This method assumes that the
photo-electrons reach the multiplication region at a similar
depth to where they were generated.

D. Fabrication Variations

At sub micrometer scales, minute changes to the doping
concentrations and physical dimensions of an APD may alter
the electric field profiles enough to significantly affect their
performance. For example, it has been previously shown that
slight changes to the doping profile caused by manufacturing
process variations altered the breakdown voltage and band-
width of otherwise identical SiAPDs [18]. The changes in
APD performance can be attributed to the sensitivity of the
ionization coefficients to the strength of the electric field,
as seen in Fig. 3. Furthermore, the larger k-ratios at higher
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Fig. 6: Visualization of the permutations resulting from N number of applied variations to the properties (x) of the multiplication
region (Mult), and the absorber region (Abs), using their baseline parameter values of xy; and x4 respectively. The variations

applied to the baseline are listed in Table II and Table III.

electric field strengths are correlated with higher excess noise
factor [21] and lower bandwidth [22].

The fabrication variations explored in this work are changes
to the doping concentrations and widths of the multiplication
and absorber regions, as well as the thickness of the SOI layer.
The impact of each variation on the performance of the SAM
APD is quantified by simulating different combinations of pro-
cess variations applied onto a baseline device as permutations,
which is depicted in Fig. 6. For example, applying N number
of variations to both the baseline absorber parameter (i.e.
width or doping), x4, and the baseline multiplier parameter,
Xz, results in N2 number of permutations of different device
designs. The impact of variations on absorber and multiplier
widths is analyzed by performing simulations on all N2
permutations consisting of combinations of different absorber
and multiplier widths, while keeping doping concentrations at
baseline values. The same analysis is performed for permuta-
tions of absorber and multiplier doping concentrations while
keeping widths at baseline values. Finally, the SOI thickness is
also varied while keeping both widths and dopings at baseline
values.

The baseline device parameters of the SAM APD, including
the doping and dimensions of the multiplier, absorber, and
SOI layer, are given in Table I. The baseline dimensions of
the device geometry are also shown in Fig. 5. The values
of these variations were chosen to be representative of the
fabrication process, while also avoiding a significant shift in
the breakdown voltage of the baseline device. The values
selected for the variations in widths for the multiplication and
absorber region are -50 nm to +50 nm, which corresponds
to a change of +20% and +16.67%, respectively, as shown
in Table II. These values were chosen to represent the total
accumulated variation in the physical dimensions during the
photolithography, etching, and the annealing/diffusion pro-
cesses. For example, during photolithography the illumination
dose and the distance between the photoresist and the last

lens of the photolithography’s machinery are sources of its
process variations. For the 193 nm dry lithography process
the observed difference between the minimum and maximum
critical dimensions was up to 10 nm [40]. The etching process
of the photoresist presents another source of variability [23].
Furthermore the random trajectory of an ion during the ion im-
plantation process also leads to variations in the placement of
the dopants, which can be modeled as a Gaussian distribution.
Dopant diffusion during high temperature annealing steps may
further broaden the distribution, and thus effectively widening
the implanted area. [41].

For doping variations, values selected for the variations in
the multiplication and absorber regions of -3x10'°cm™3 to
+3x10'5 cm~2 correspond to a change of +6% and +3.75%,
respectively, as shown in Table III. These values represent
the product of variations in the ion implantation and dif-
fusion processes, which are the two main methods used to
create doping profiles in semiconductor devices. During ion
implantation, the random nature of the damage in the silicon
crystalline structure, placement of the dopants, dopants lost
due to sputtering, and their activation during the annealing
process leads to variations in doping concentrations. For
example, the doping concentration of boron implanted at
200keV can decay by an order of magnitude over a depth of
300 nm. Likewise, the doping profile created by the diffusion
process is variable due to the non-constant dopant diffusivity
parameter [41].

The values selected for the variations in thickness of the
SOI layer are -25nm to -250nm, which corresponds to a
-5% to -50% change as shown in Table IV. The -25nm
value is representative of variations in the three major meth-
ods of manufacturing SOI wafers: Smart Cut, separation by
implanted oxygen (SIMOX) and bonded silicon-on-insulator
(BSOI) process of wafer-bonding-and-etch-back (BESOI). The
observed difference between the minimum and maximum SOI
thicknesses of the Smart Cut method is 4 nm, while SIMOX

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



This article has been accepted for publication in IEEE Photonics Journal. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/JPHOT.2024.3393366

TABLE I: Baseline Device Parameter Values

Device Parameters Parameter Value

Multiplier Width 250 nm
Absorber Width 300 nm
SOI Layer Thickness 500 nm

Multiplier Doping 5%1016 cm—3

Absorber Doping 8x1016 cm—3
nt well 1x1018 ¢cm—3

1%x108 cm—3

pt well

TABLE II: Multiplier and Absorber Width Variations

Width Percent Change Percent Change
Variation | To The Multiplier | To The Absorber
+50.0nm +20% +16.7%
+37.5nm +15% +12.5%
+25.0nm +10% +8.3%
+12.5nm +5% +4.2%
+0.0nm +0% +0.0%

TABLE III: Multiplier and Absorber Doping Variations

Doping Percent Change Percent Change

Variation To The Multiplier | To The Absorber
+3%x1015 cm =3 +6% +3.75%
+2x10%% cm—3 +4% +2.50%
+1x10%% cm=3 +2% +1.25%
+0x10'% cm=3 +0% +0.0%

TABLE IV: Thickness of SOI Layer Variations

Thickness Variation l}esc,;ﬁ;agl,ehgﬁizie
-25nm -5%
-50nm -10%
-100 nm -20%
-150 nm -30%
-200nm -40%
-250nm -50%

and BESOI observed a difference of 20 to 30 nm [42]. The
purpose of the -250 nm variation is to emphasize the impact
of varying SOI thickness.

III. RESULTS

Before analyzing the impact of fabrication variabilities, we
evaluate the gain of the baseline CMOS SAM APD device
with the geometry shown in Fig. 5 and the dimension and
doping values given in Table I. A bias sweep was performed on
the baseline device, as shown in Fig. 7, to find an appropriate
reference reverse bias to apply on all permutations of the
device. This bias is chosen so that the gain of all permutations

is significant, but still below their breakdown voltage, which
helps make clear the effects of potential fabrication variabil-
ities. For analyzing the impact of fabrication variabilities on
gain, 15.75V was selected to be the reference reverse bias of
all the following simulations.

In this work, 5 to 25 simulations were performed per
permutation to obtain sufficient statistics for the gain. For each
gain simulation, the methodology outlined in Section II-B was
followed, with 500 photo-electrons seeded at the multiplier-
absorber interface. Permutations at applied biases that ob-
served a large amount of noise required a maximum of 25
simulations to be performed in order to achieve sufficient
statistics. Permutations at applied biases that observed a
very low amount of noise only required 5 simulations to
be performed in order to optimize computational usage. To
present the statistics of the resulting data from our simulations,
boxplots were used to display the maximum and minimum
values of non outliers, and the median, first, and third quartile
values.
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Fig. 7: The simulated gain of the baseline device reverse bias

(V) curve. The baseline device’s attributes are described in

Table I. The intersection of the dashed vertical and horizontal

lines is the median gain for the selected reference reverse bias

15.75V, and the red crosshairs are the statistical outliers of
simulation results.

A. Gain

Changes in the gain due to the variations in the widths of
the multiplication and absorber regions are explored. The com-
puted distribution of the median gain for these permutations
is presented in Fig. 8. It can be observed that the gain is
highly sensitive to changes in the width of the multiplier, while
changes to the width of the absorber did not produce apprecia-
ble changes to the gain. To further explore this trend, additional
simulations were performed by only varying the multiplier
and absorber widths of the baseline device separately. Fig. 9
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shows the results of the additional simulations, showing that
variations in the multiplier widths have a profound impact on
gain, while varying the absorber width does not affect the gain

at all.
50 7
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Fig. 8: 2D plot of the simulated median gain for the geomet-
rical variations applied from Table II onto both the multiplier
and absorber. The reference reverse bias of 15.75 V was
applied to all permutations.
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Fig. 9: The simulated results of applying the geometric varia-
tions to the multiplier (Mult.) and absorber (Abs.) separately.
All simulations of the separate geometric permutations are rep-
resented by boxplots in Fig. 8a and 8b. The red crosshairs are
representative of the statistical outliers of some simulations.
Fig. 8C plots Vg as the width changes for Fig 8a (blue) and
8b (red). The reference reverse bias of 15.75V was applied to
all permutations.

These trends can be explained by observing the behavior
of the depletion region in the multiplier. The low doping con-
centration of the multiplier and higher doping concentration of

the absorber causes the depletion region to be mostly confined
to the multiplier. As the applied reverse bias increases, the
depletion region radiates from the n™/multiplier interface until
it reaches the boundary of the absorber. The depletion region
negligibly penetrates into the absorber region due to its higher
doping. Thus, varying the multiplier’s width has a significant
effect on the electric field distribution of the device.

To quantify the changes in the electric field distribution with
changes in the multiplier and absorber widths, we introduce
the parameter Vygg, which is defined as the volume of the
device that contains high electric field magnitudes of above
600 kV cm~! at the reference reverse bias of 15.75V. The
lower bound of 600kV cm~! was selected as it corresponds
to the field when B~! is approximately the length of the
multiplier (250 nm), and o~ is approximately half the length
of the multiplier as shown in Fig. 3. This indicates that carriers
in these regions have a high propensity for incurring impact
ionization events. Vyg was calculated using the following
equation:

Vi = / di* where R = {7 | £(F) > 600 kVem ™'}  (7)
R

Where £(7) is the magnitude of the electric field at a
position 7 and R is the set of positions where the electric
field magnitude is greater than 600 kV cm~!.

Fig 9c presents the calculated Vg using Eq. 7 as a function
of the width variations applied to the multiplier and absorber
separately. Since Vyg correlates with higher ionization coeffi-
cients, devices with higher Vyg are expected to yield higher
gain. This dependence is reflected by the increase in both Vg
and the gain as the width of the multiplier decreases as shown
in Fig. 9c and Fig. 9a, respectively. Conversely, changing the
width of the absorber region does not appreciably change Vyg
nor gain, as shown in Fig. 9b.

The impact of SOI thickness variations on the gain is
examined next. For these simulations, the widths and doping
values of the multiplier and absorber are kept at their baseline
values, which are given in Table I. Impact on the median gain
as a function of variations in the thickness of the SOI layer
are shown in Fig. 10, showing that the median gain decreases
significantly as the thickness of the SOI layer is reduced.
The inset of Fig. 10, which plots the Vyg versus variations
in the thickness of the SOI layer, shows that Vg decreases as
the thickness of the SOI layer decreases. Thus, reducing the
SOI thickness reduces the available volume where carriers can
impact ionize, which reduces the gain of the APD.

Lastly, we investigate the impact of varying the doping con-
centrations in the multiplication and absorber regions on the
gain. The gain values of the doping permutations are plotted
in Fig. 11, showing that varying the doping of the multiplier
region has the dominant effect. To explore this observation,
the effects of the changes in the doping concentration of the
multiplier and absorber were decoupled. This was done by
performing additional simulations where the changes to the
doping concentration of the multiplier and absorber regions
were applied separately. The results of these simulations are
shown in Fig. 12. It can be seen that the gain is much more
sensitive to the variations in the doping of the multiplier
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Fig. 10: Plot of the simulated median gain for the geometrical
variations applied from Table IV onto both the thickness of
the SOI layer. The inset displays the change of Vg as the
permutations in thickness are applied. The reference reverse
bias of 15.75 V was applied to all permutations.

compared to the doping of the absorber, which matches our
initial observation.
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Fig. 11: 2D plot of the simulated median gain with the doping
concentration variations applied from Table III onto both the
multiplier and absorber. The reference reverse bias of 15.75
V was applied to all permutations.

To better explain why the doping of the multiplier has such
a significant effect on the gain, the PN junction characteristics
of the n*/multiplier interface, as shown in Fig. 5, is exam-
ined. The magnitude of the electric field at the n*/multiplier

interface is also the maximum electric field of the device. In
1D, the maximum electric field of such a PN diode can be
expressed as [43]:

2¢N. 05
gmaz = |: @ ett (d)bz + |‘/;’|):| (8)
1 11t
Neff = |:N.a + ]Vd:| (9)
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Fig. 12: The simulated results of applying the doping permuta-
tions to the multiplier (Mult.) and absorber (Abs.) separately.
All simulations of the separate geometric permutations are
represented by boxplots in Fig. 12a and Fig. 12b. Fig. 12¢
displays the maximum electric field of the APD as the doping
permutations are applied separately. The reference reverse bias
of 15.75 V was applied to all permutations.

Where ¢y; is the built in potential of the PN diode formed by
the n™ contact and multiplication region, €, is the permittivity
of silicon, V,. is the applied reverse bias, N, is the p-type
doping concentration of the multiplication region and N is
the n-type doping concentration of the n™ contact.

The lowest doping concentration between N, and N; dom-
inates the Ny term, with higher Ny resulting in a higher
maximum electric field. Since the doping concentration of the
multiplier is significantly lower than the n™ contact doping,
its term dominates in the calculation of Ngg. Thus, variations
in the multiplier doping is expected to significantly affect the
maximum electric field.

Fig. 12c shows the dependence of the maximum electric
field strength as a function of the doping changes in mul-
tiplier and the absorber separately. The maximum electric
field magnitude of the APD increases as the doping of the
multiplier increases. Changing the doping of the absorber has
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a negligible effect on the magnitude of the maximum electric
field. Due to the exponential relationship between the inverse
of the electric field and ionization coefficients, as shown in
Fig. 3, the operation of the APD is particularly sensitive to
changes in the electric field due to the doping variations in
the multiplier.

TABLE V: Devices chosen to simulate ENF and bandwidth

Region Property Permut.ation
Changed applied
Device A | Multiplier Width +50 nm (+20%)
Device B | Multiplier Width -50 nm (-20%)
Device C | Multiplier Doping 2 x 10 cm~3(+6%)
Device D | Substrate T;‘(‘;fﬁy&eff -25 nm (-5%)

B. Excess Noise Factor

To analyze the impact that fabrication variability has on
excess noise factor, the noise performance of a few selected
devices from the set of permutations were compared to the
performance of the baseline device. These devices and their
deviation from the baseline device are listed in Table V. These
devices were chosen for their significantly different simulated
gains at the reference bias compared to the baseline device.
The excess noise factors of each device were computed using
the methodology given in II-B. The gain-dependent excess
noise factor of each device is plotted in Fig. 13, and fitted to
Mclntyre’s curves using least squares fitting approach. The
fitted curves of the excess noise factors shown in Fig. 13
suggest that small variations in the fabrication process do not
significantly affect the k-ratio of the devices.

C. Impulse Response and Bandwidth

Optimizing the performance of APDs requires understand-
ing the interplay between their gain and bandwidth. Generally,
the bandwidth of the APDs decrease as their gain increases,
which can primarily be attributed to two effects. First, im-
pact ionization events significantly relaxes the energy of the
initializing carriers, which may reduce their velocity from
their saturation values and increase their transit time through
the multiplier. Second, and the more important effect, is that
secondary carriers of the opposite type (holes for initiating
electrons and vice versa) are accelerated in the opposite
direction by the field, which significantly extends the time
for which carriers are transiting in the multiplier. In fact, APD
breakdown, which occurs roughly when o~! and 3~ are both
equal to or less than multiplier width, can induce an infinitely
long current response and may require externally “quenching”
the APD for a reset [44].

The interplay between gain and bandwidth is analyzed by
simulating the impulse response and the -3 dB bandwidths of
the baseline device, along with the devices defined in Table
V. To simulate the impulse response and the -3 db bandwidths
of the devices, 500 electrons were seeded at the multiplier-
absorber interface in order to isolate the contribution of the
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Fig. 13: The excess noise factor of the baseline device, and
devices A, B, C, and D as a function of their gain. The dashed
lines are their respective fitted Mclntyre’s curves. The excess
noise factor was calculated using Eq. 4.

multiplier region to the bandwidth of the device. Details of
the simulation methodology are given in II-B.

Fig. 14 shows the impulse responses of the device structures
outlined in Table V at a gain of approximately 5.5 A A~!. This
comparison was done by adjusting the bias for every device to
achieve comparable gain values. The current responses show
that there is not a significant change in behaviour between
the devices, except in Device B, which exhibited a marginally
shorter tail.

The -3dB bandwidths of each device at varying gains
were calculated by following the methodology outlined in
Section II-B and are plotted in Fig. 15a. It was observed
that for gains above 5, the -3 dB bandwidths of all devices
exhibited a downwards trend as the gain increased, and can
be fitted with a least squares polynomial model as shown in
Fig. 15b. Based on this fit, it can be observed that throughout
the gains Device B had larger -3 dB bandwidths compared to
the baseline device, Device A had lower -3 dB bandwidths
compared to the baseline device, while the -3 dB bandwidths
of Device C and Device D did not deviate far from the
baseline device. The larger relative bandwidths of Device B
is due to the shorter multiplication region that leads to faster
collection, while the longer multiplication width of Device A
leads to a slower collection. The lack of width changes to the
multiplication region prevents the -3 dB bandwidths of Device
C and Device D from deviating from the baseline device.

IV. CONCLUSIONS

The impacts of fabrication variations on the gain, excess
noise factor, and impulse response were examined using
FBMC. These alterations consisted of geometrical changes to
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Fig. 15: The simulated -3 dB bandwidths (BW) of the baseline
device and Device A-D for gains above 4 is plotted in Fig. 15a.
A first order transfer function model was used to fit the
bandwidths of these devices for gains above 5 in Fig. 15b.

the width of the multiplier and absorber, and the overall thick-
ness of the SOI layer, and changes to the doping concentration

in the multiplier and absorber regions.

An APD could be designed and optimized to match the
desired specifications for an application, however, it is still sus-
ceptible to the effects of fabrication variations. For example,
the notable effects that fabrication variations had on the gain
of the baseline device were: a 4-fold increase when the doping
of the multiplier was increased by 6%, a 2-fold increase when
the multiplier was shortened by 20%, and a 1.8-fold decrease
when the thickness of the SOI layer decreased by 5%.

Devices that showed significant deviation from the gain
of the baseline device were chosen to perform comparative
simulations of excess noise factor and bandwidth. We observed
that for these devices the change in the excess noise factor
was minimal across all variations. However, devices with
changes in their multiplier widths showed a noticeable shift
in their -3db bandwidths, while the other devices showed less
pronounced differences compared to baseline.

The potential impact on the gain and bandwidths due
to fabrication variabilities should be taken into account in
the design of an APD as shown by the simulated results.
For example if an APD was designed for very high gain
applications, it would potentially be beneficial to adjust the
doping to be higher than its target value. In this case this is
done to reduce the fabrication of APDs that do not meet the
specified gain requirements. Our work can be utilized to help
guide the design of an APD against the effects of fabrication
variations.
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