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#### Abstract

Due to its ability to reconfigure the optical channel, intelligent reflecting surface (IRS) has revealed its great potential for enhancing the performance of visible light communication (VLC) systems. In this paper, we apply a mirror array-based IRS in typical multiple-input multiple-output based VLC (MIMO-VLC) systems and optimize the IRS configuration to minimize the system bit error rate (BER). By utilizing the tight analytical BER upper bound, a BER minimization problem is formulated subject to the IRS configuration constraints. To solve this problem, an optimization algorithm is proposed which decomposes the original problem into three sub-problems, and the complexity of the algorithm is analyzed. The superiority of the obtained optimal IRS configuration scheme over the baseline scheme in terms of BER performance has been successfully verified through simulations in an indoor IRS-aided $4 \times 4$ MIMO-VLC system applying different MIMO techniques.


Index Terms-Intelligent reflecting surface, multiple-input multiple-output, visible light communication.

## I. Introduction

VISIBLE light communication (VLC) has been widely envisioned as a key enabling technology for the sixthgeneration (6G) wireless communication systems, owing to its inherent advantages such as abundant and license-free spectrum, no electromagnetic interference radiation, low-cost frontends and high physical-layer security [1], [2]. Particularly, by re-using the illumination light-emitting diodes (LEDs), VLC can fulfill the dual-function of communication and illumination in typical indoor environments [3]. To provide efficient and uniform illumination for an indoor area, multiple LEDs are usually mounted on the ceiling, which naturally enable multiple-input multiple-output (MIMO) transmission in VLC systems [4]. As a result, MIMO-based VLC (MIMO-VLC)
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has been attracting ever-increasing research interests in recent years. So far, three MIMO transmission techniques, including repetition coding (RC), spatial modulation (SM), and spatial multiplexing (SMP), have been widely considered in most of the MIMO-VLC systems [5], [6], [7], [8], [9]. Moreover, advanced MIMO transmission techniques such as user-centric MIMO and generalized optical MIMO techniques have been further proposed for substantial performance improvement of MIMO-VLC systems [10], [11], [12].

Although MIMO transmission reveals potential for enhancing the performance of VLC, the performance gain of MIMO transmission in practical VLC systems is still greatly limited, which is mainly due to the high channel correlation caused by the small receiver separation [6]. To overcome the high channel correlation issue in MIMO-VLC systems, several techniques have already been reported in the literature. For example, imaging receiver has been adopted to de-correlate the multiplexed channels for MIMO-VLC systems in [13], [14], [15], angle diversity transmitter and angle diversity receiver have been introduced to mitigate channel correlation in MIMO-VLC systems in [16], [17], [18], and various precoding and equalization techniques via digital signal processing have also been applied to reduce the high channel correlation in MIMO-VLC systems [19], [20], [21]. Nevertheless, all the above-mentioned techniques address the high channel correlation issue by adjusting the hardware or software parts of the transceivers, which might be challenging in practical MIMO-VLC systems due to the limited transceiver resources.

Lately, intelligent reflecting surface (IRS) has been proposed to efficiently enable a smart and reconfigurable environment for wireless networks [22]. Due to its ability to reconfigure and modify the optical channel, IRS has also been attracting increasing attention for its application in VLC systems [23], [24]. For example, the optical channel of IRS-based VLC systems has been characterized in [25], [26], the resource management of IRS-aided VLC systems has been considered in [27], [28], and IRS has been further applied to enhance the security of VLC systems in [29], [30]. Most recently, IRS has also been introduced for performance improvement in MIMO-VLC systems [31], [32], [33]. The utilization of IRS in MIMO-VLC systems can efficiently modify the optical MIMO channels and the performance of MIMO-VLC systems can be substantially improved by properly configuring the IRS surface. Hence, the surface configuration of IRS plays an important role in IRSaided MIMO-VLC systems and it is of practical significance to
obtain an optimal surface configuration for a given IRS-aided MIMO-VLC system. In [31], the surface configuration of IRS in MIMO-VLC systems has been optimized by maximizing the asymptotic capacity. In [32], the IRS configuration and the transmitter emission power have been jointly optimized by maximizing the system capacity. In [33], the IRS configuration and transceiver signal processing have been jointly designed to minimize the mean square error (MSE) of the IRS-aided MIMO-VLC systems. Moreover, the IRS configuration has also been optimized to minimize the outage probability of various VLC systems [34], [35].

In the real implementation of IRS-aided MIMO-VLC systems, bit error rate (BER) is usually a more practical performance metric which determines the actual transmission performance of the MIMO links [6]. Nevertheless, the state-of-the-art designs of IRS configuration only aim to maximize the capacity or minimize the MSE of MIMO-VLC systems, while the IRS configuration which minimizes the BER of MIMO-VLC systems has not yet been considered. Moreover, the current works only have investigated one specific MIMO transmission technique, i.e., SMP, in the IRS-aided MIMO-VLC systems, while other popular MIMO transmission techniques such as RC and SM have all been neglected. In order to show the feasibility of applying IRS in a general MIMO-VLC system, it is necessary to take all these popular MIMO transmission techniques into consideration.

To investigate the practical use of IRS in a general MIMOVLC system, in this paper, we propose to optimize the IRS configuration by minimizing the BER of MIMO-VLC systems. The main contributions of this work can be summarized as follows:

- Proposal of IRS configuration optimization by minimizing the BER of a general MIMO-VLC system, where three popular MIMO transmission techniques including RC, SM and SMP are considered.
- Formulating the optimization problem to minimize the BER of the IRS-aided MIMO-VLC system by utilizing the tight analytical error bound.
- Solving the optimization problem by decomposing the original NP-hard problem into three solvable subproblems, and further analyzing the complexity of the proposed optimization algorithm.
- Validating the feasibility and superiority in terms of BER performance of the obtained optimal IRS configuration in a typical indoor $4 \times 4$ MIMO-VLC system considering different MIMO transmission techniques, PD positions and IRS sizes by using the MATLAB software.
The remainder of this paper is structured as follows. In Section II, the mathematical model of IRS-aided MIMO-VLC systems in a typical indoor environment is first described. In Section IV, the optimization of IRS configuration in IRS-aided MIMO-VLC systems is provided. Simulation results and discussions are presented in Section IV. Finally, Section V concludes the paper.


## II. System Model

In this section, we describe the mathematical model of IRS-aided MIMO-VLC systems in a typical indoor
environment. Fig. 1(a) illustrates the model of an IRS-aided MIMO-VLC system equipped with $N_{t}$ LEDs and $N_{r}$ photodetectors (PDs), where the LED array is mounted on the ceiling and the PD array is located over the receiving plane. Assuming x $=\left(x_{1}, x_{2}, \ldots, x_{N_{t}}\right)^{T}$ denote the transmitted signal vector, the received signal vector $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{N_{r}}\right)^{T}$ can be expressed by

$$
\begin{equation*}
\mathbf{y}=\mathbf{H} \mathbf{x}+\mathbf{n} \tag{1}
\end{equation*}
$$

where $\mathbf{H} \in \mathbb{R}_{+}^{N_{r} \times N_{t}}$ represents the $N_{r} \times N_{t}$ MIMO channel matrix and $\mathbf{n}=\left(n_{1}, n_{2}, \ldots, n_{N_{r}}\right)^{T}$ denotes the additive white Gaussian noise (AWGN) vector. More specifically, H can be given by

$$
\mathbf{H}=\left(\begin{array}{ccc}
h_{1,1} & \cdots & h_{1, N_{t}}  \tag{2}\\
\vdots & \ddots & \vdots \\
h_{N_{r}, 1} & \cdots & h_{N_{r}, N_{t}}
\end{array}\right)
$$

where $h_{r, t}\left(r=1,2, \ldots, N_{r} ; t=1,2, \ldots, N_{t}\right)$ denotes the channel gain between the $r$-th PD and the $t$-th LED.

## A. Channel Model

In a typical IRS-aided MIMO-VLC system, as illustrated in Fig. 1(a), the channel matrix $\mathbf{H}$ consists of three main components: the LOS component $\mathbf{H}_{\text {LOS }}$, the diffuse NLOS component $\mathbf{H}_{\text {NLOS }}$ and the IRS component $\mathbf{H}_{\text {IRS }}$. Hence, $\mathbf{H}$ can be rewritten as

$$
\begin{equation*}
\mathbf{H}=\mathbf{H}_{\mathrm{LOS}}+\mathbf{H}_{\mathrm{NLOS}}+\mathbf{H}_{\mathrm{IRS}} . \tag{3}
\end{equation*}
$$

For simplicity and without loss of generality, we assume the IRS-aided MIMO-VLC system has a flat frequency response, and the PDs are vertically oriented towards the ceiling. Hence, the calculation of the channel gains in each component can be introduced as follows.

1) LOS Channel Gain: Assuming the LEDs follow a Lambertian emission pattern, as can be seen from Fig. 1(a), the LOS channel gain between the $r$-th PD and the $t$-th LED can be calculated by [3]

$$
\begin{align*}
h_{r, t}^{\mathrm{LOS}}= & \frac{(l+1) \rho A}{2 \pi d_{r, t}^{2}} \cos ^{l}\left(\varphi_{r, t}\right) T_{s} g\left(\theta_{r, t}\right) \cos \left(\theta_{r, t}\right) \\
& \times \operatorname{rect}\left(\varphi_{r, t}, \theta_{r, t}, \Psi, \Phi\right) \tag{4}
\end{align*}
$$

where $l=-\ln 2 / \ln (\cos (\Psi))$ denotes the Lambertian emission order with $\Psi$ being the semi-angle at half power of the LEDs; $\rho$ and $A$ are the responsivity and the active area of the PDs, respectively; $d_{r, t}$ is the transmission distance between the $r$-th PD and the $t$-th LED; $\varphi_{r, t}$ and $\theta_{r, t}$ are the emission angle and the incident angle from the $t$-th LED to the $r$-th PD, respectively; $T_{s}$ is the gain of the optical filter; $g\left(\theta_{r, t}\right)=\frac{n^{2}}{\sin ^{2} \Phi}$ is the gain of the optical lens, with $n$ and $\Phi$ being the refractive index and the half-angle field-of-view (FOV) of the optical lens, respectively; $\operatorname{rect}\left(\varphi_{r, t}, \theta_{r, t}, \Psi, \Phi\right)$ is the rectangular function, which is defined by

$$
\begin{align*}
& \operatorname{rect}\left(\varphi_{r, t}, \theta_{r, t}, \Psi, \Phi\right) \\
= & \begin{cases}1, & 0 \leq \varphi_{r, t} \leq \Psi \text { and } 0 \leq \theta_{r, t} \leq \Phi \\
0, & \varphi_{r, t}>\Psi \text { or } \theta_{r, t}>\Phi\end{cases} \tag{5}
\end{align*}
$$



Fig. 1. Illustration of IRS-aided MIMO-VLC: (a) system model and (b) operation principle of the mirror unit in the IRS.
2) NLOS Channel Gain: The NLOS channel gain is mainly caused by the diffuse reflection of the walls, and the NLOS channel gain between the $r$-th PD and the $t$-th LED due to the diffuse reflection of the $i$-th reflective point can be obtained by [12], [36]

$$
\begin{align*}
h_{r, t}^{\mathrm{NLOS}}= & \int \frac{(l+1) \rho A \varepsilon}{2\left(\pi d_{i, t} d_{r, i}\right)^{2}} \cos ^{l}\left(\varphi_{i, t}\right) \cos \left(\alpha_{i, t}\right) \cos \left(\beta_{r, i}\right) T_{s} \\
& \times g\left(\theta_{r, i}\right) \cos \left(\theta_{r, i}\right) \operatorname{rect}\left(\varphi_{i, t}, \theta_{r, i}, \Psi, \Phi\right) d A_{\text {wall }}, \tag{6}
\end{align*}
$$

where $\varepsilon$ is the reflectance coefficient of the wall; $d_{i, t}$ is the distance between the $i$-th reflective point and the $t$-th LED; $d_{r, i}$ is the distance between the $r$-th PD and the $i$-th reflective point; $\varphi_{i, t}$ and $\alpha_{i, t}$ are the emission angle and the incident angle from the $t$-th LED to the $i$-th reflective point, respectively; $\beta_{r, i}$ and $\theta_{r, i}$ are the emission angle and the incident angle from the $i$-th reflective point to the $r$-th PD, respectively; $\operatorname{rect}\left(\varphi_{i, t}, \theta_{r, i}, \Psi, \Phi\right)$ is the corresponding rectangular function; $d A_{\text {wall }}$ is a small reflective area on the wall.
3) IRS Channel Gain: As shown in Fig. 1(a), a mirror arraybased IRS is placed on the wall to modify the MIMO channel. In the IRS equipped with multiple rotatable mirror units, each mirror unit can be rotated to a pre-defined orientation and hence can serve as a specular reflector to reflect the light emitted from a specific LED to a target PD [24]. More specifically, as shown in Fig. 1(b), the orientation of the rotatable mirror unit can be efficiently controlled by the azimuth angle $\omega$ and the polar angles $\phi$ through the micro-electro-mechanical systems (MEMS) technology in real-world scenarios [37]. Let $h_{r, m, t}^{\mathrm{IRS}}$ denote the IRS channel gain between the $r$-th PD and the $t$-th LED, which is reflected by the $m$-th $(m=1,2, \ldots, M)$ mirror unit, in the MIMO-VLC system employing an IRS with totally $M$ mirror units. Under the point source assumption, the IRS channel gain can be approximated by [25]

$$
h_{r, m, t}^{\mathrm{IRS}}\left(\lambda_{r, m, t}\right)=\frac{(l+1) \rho A \delta \lambda_{r, m, t}}{2 \pi\left(d_{m, t}+d_{r, m}\right)^{2}} \cos ^{l}\left(\varphi_{m, t}\right) T_{s} g\left(\theta_{r, m}\right)
$$

$$
\begin{equation*}
\times \cos \left(\theta_{r, m}\right) \operatorname{rect}\left(\varphi_{m, t}, \theta_{r, m}, \Psi, \Phi\right) \tag{7}
\end{equation*}
$$

where $\delta$ is the reflectance coefficient of the IRS mirror unit; $d_{m, t}$ is the distance between the $m$-th IRS mirror unit and the $t$-th LED; $d_{r, m}$ is the distance between the $r$-th PD and the $m$-th IRS mirror unit; $\varphi_{m, t}$ is the emission angle from the $t$-th LED to the $m$-th IRS mirror unit; $\theta_{r, m}$ is the incident angle from the $m$-th $\operatorname{IRS}$ mirror unit to the $r$-th $\operatorname{PD}$; $\operatorname{rect}\left(\varphi_{r, m, t}, \theta_{r, m, t}, \Psi, \Phi\right)$ is the corresponding rectangular function. Moreover, $\lambda_{r, m, t}$ denotes the mirror assignment coefficient of the $m$-th mirror to the sub-channel between the $r$-th PD and the $t$-th LED. It can be seen from (7) that the IRS channel gain is inversely proportional to the square of the sum of the distances, which indicates that the reflected light can be considered as that emitted from a corresponding imaging LED [25]:

## B. Noise Model

The additive noise in the IRS-aided MIMO-VLC system usually consists of both shot and thermal noises, which can be reasonably modeled as a real-valued zero-mean additive white Gaussian noise (AWGN) with power $P_{n}=N_{0} B$, where $N_{0}$ and $B$ denote the noise power spectral density (PSD) and the modulation bandwidth, respectively [12].

## C. MIMO Transmission Techniques

We consider three typical MIMO transmission techniques in the IRS-aided MIMO-VLC system, including RC, SM and SMP.

1) $R C$ : As the simplest MIMO transmission technique, RC can achieve high diversity gain by using all the transmitters to transmit the same signal [6], [11]. Nevertheless, the spectral efficiency of RC-based MIMO-VLC systems is relatively low.
2) SM: SM is a digitized MIMO transmission scheme, which activates only one of the transmitters to transmit the conventional constellation symbol at each time slot and the selection of the activated transmitter can also encode additional bits [5]. Hence, SM can transmit not only conventional constellation symbols
but also additional spatial bits. Since only a single transmitter is activated for signal transmission at each time slot, SM enjoys the inherent advantages of negligible inter-channel interference (ICI), high power efficiency and low transceiver complexity [9]. However, it is very challenging for SM-based MIMO-VLC systems to achieve high spectral efficiency.
3) SMP: SMP is the most widely applied MIMO transmission technique in VLC systems, which activates all the transmitters to transmit different signals independently. As a result, SMP can harvest multiplexing gain under the condition of non-negligible ICI [8], [38]. Compared with RC and SM, SMP can achieve relatively high spectral efficiency.

## III. Optimization of Surface Configuration in IRS-AIDED MIMO-VLC

In an IRS-aided MIMO-VLC system, the IRS component of the channel matrix, i.e., $\mathbf{H}_{\text {IRS }}$, is determined by the configuration of all the mirror units in the mirror array-based IRS. More specifically, as given in (7), $\mathbf{H}_{\text {IRS }}$ can be characterized based on the alignment of each mirror unit in the IRS with a corresponding LED/PD pair [23]. In this section, we aim to minimize the BER of the IRS-aided MIMO-VLC system by optimizing the surface configuration of the IRS.

## A. Problem Formulation

We employ the maximum-likelihood (ML) detection in the IRS-aided MIMO-VLC system to achieve optimal performance. Consequently, we derive an analytical error bound for ML detection, resulting in an explicit expression that can be represented as [6], [39], [40]

$$
\begin{equation*}
P_{b} \leq \frac{1}{2^{\eta} \eta} \sum_{\mathbf{x}} \sum_{\hat{\mathbf{x}}} d_{\mathrm{H}}(\mathbf{x}, \hat{\mathbf{x}}) P_{e}\left(\mathbf{x} \rightarrow \hat{\mathbf{x}}, \gamma_{\mathrm{tx}}\right) \tag{8}
\end{equation*}
$$

where $\eta$ denotes the spectral efficiency, $d_{\mathrm{H}}(\mathbf{x}, \hat{\mathbf{x}})$ represents the Hamming distance between signal vectors $\mathbf{x}$ and $\hat{\mathbf{x}}$, and $P_{e}$ is the pairwise error probability (PEP), denoting the likelihood of the receiver mistaking the transmitted signal vector $\mathbf{x}$ for $\hat{\mathbf{x}}$ given a specific transmitted signal-to-noise ratio (SNR) $\gamma_{\text {tx }}$. It is worth noticing that transmitted SNR is defined as the ratio of the transmitted electrical signal power to the additive noise power, which is generally adopted in MIMO-VLC systems for a fair BER performance evaluation [6], [11], [12]. Moreover, $P_{e}(\mathbf{x} \rightarrow \hat{\mathbf{x}})$ can be simplified as [41]

$$
\begin{equation*}
P_{e}\left(\mathbf{x} \rightarrow \hat{\mathbf{x}}, \gamma_{\mathrm{tx}}\right) \leq \frac{1}{6} e^{-\frac{\|\mathbf{H c}\|^{2}}{2} \gamma_{\mathrm{tx}}}+\frac{1}{12} e^{-\frac{\|\mathbf{H c}\|^{2}}{4} \gamma_{\mathrm{tx}}}+\frac{1}{4} e^{-\frac{\|\mathbf{H c}\|^{2}}{8} \gamma_{\mathrm{tx}}} \tag{9}
\end{equation*}
$$

where $\mathbf{c}=\mathbf{x}-\hat{\mathbf{x}}$ represents the difference between $\mathbf{x}$ and $\hat{\mathbf{x}}$. It has been verified in [40] that this BER upper bound closely aligns with the simulation BER in the high-SNR regions.

In the IRS-aided MIMO-VLC system, the channel matrix $\mathbf{H}$ can be efficiently modified by the adopted IRS. Let $\lambda \triangleq$ $\left(\lambda_{r, m, t}\right)_{r \in \mathcal{R}, m \in \mathcal{M}, t \in \mathcal{T}}$ denote the mirror assignment strategy with $\lambda_{r, m, t}$ being the mirror assignment coefficient of the $m$-th mirror to the sub-channel between the $r$-th PD and the $t$-th LED. Referring to (8) and (9), the BER upper bound can be expressed by (10) shown at the bottom of this next page, which is a function
of $\lambda$ as shown at the top of the next page. Note that the majority of parameters in (10) are fixed, except for the channel matrix $\mathbf{H}$, which solely depends on the mirror assignment strategy $\lambda$. Therefore, we can formulate the optimization problem as follows.

Problem 1 (BER Minimization Problem):

$$
\begin{align*}
& \min _{\lambda} f(\boldsymbol{\lambda}) \\
& \text { s.t. } \\
& \sum_{r \in \mathcal{R}, t \in \mathcal{T}} \lambda_{r, m, t}=1, \quad m \in \mathcal{M}  \tag{11}\\
& \lambda_{r, m, t} \in\{0,1\}, \quad r \in \mathcal{R}, t \in \mathcal{T}, m \in \mathcal{M} \tag{12}
\end{align*}
$$

The constraint in (11) guarantees that each mirror is assigned to only one sub-channel, while (12) signifies whether a mirror has been assigned or not. However, Problem 1 is an integer nonlinear programming problem and is non-deterministic polynomialtime hard (NP-hard) in general. This makes it difficult to find an optimal solution. Hence, in the following, we would like to propose a low-complexity algorithm to solve Problem 1.

## B. Problem Solution

Our proposed algorithm to tackle Problem 1 is composed of three essential components: continuous relaxation and variable transformation, binary rounding, and feasible projection. We will provide a detailed explanation of these components in this subsection.

1) Continuous Relaxation and Variable Transformation: By relaxing the binary constraint in (12) to

$$
\begin{equation*}
\lambda_{r, m, t} \in[0,1] \tag{13}
\end{equation*}
$$

we can obtain a continuous relaxation problem of Problem 1, as follows.

Problem 2 (Continuous Relaxation of Problem 1):

$$
\begin{gathered}
\lambda^{*} \triangleq \arg \min _{\lambda} f(\boldsymbol{\lambda}), \\
\text { s.t. }(11),(13) .
\end{gathered}
$$

Problem 2 is a continuous optimization problem with linear constraints and as such, can be solved using an interior point method. However, the computational complexity is high due to the considerable number of polynomials in (10), with each polynomial containing $N_{t} N_{r} M$ variables. To address this challenge, we replace the variable $\lambda$ of Problem 2 to the channel gain $\tilde{\mathbf{H}}$, given by

$$
\tilde{\mathbf{H}}=\left(\begin{array}{ccc}
\tilde{h}_{1,1} & \cdots & \tilde{h}_{1, N_{t}}  \tag{14}\\
\vdots & \ddots & \vdots \\
\tilde{h}_{N_{r}, 1} & \cdots & \tilde{h}_{N_{r}, N_{t}}
\end{array}\right)
$$

where $\tilde{h}_{i, j}$ indicates the channel gain between the $i$-th PD and the $j$-th LED. As a result, we obtain a low-complexity solution of Problem 2, i.e.,

```
Algorithm 1: Binary Rounding.
    Input: \(M, \hat{\lambda}^{*}, \Delta_{P}, \zeta, \alpha_{p}, \alpha_{\max }, \epsilon\).
    Output: \(\rho_{1}, \rho_{2}, \cdots, \rho_{Q}\)
    Set \(\alpha_{p}:=0, \epsilon:=0\)
    while \(\alpha_{p} \leq \alpha_{\text {max }}\) do
        Generate \(\hat{\mathbf{x}}_{\mathbf{e}}^{*} \triangleq\left(x_{j}\right)_{j=1,2, \ldots, N_{t} N_{r} M}\) according to
\[
x_{j}=\left\{\begin{array}{ll}
\lambda_{j}^{*}, & \text { if } \lambda_{j}^{*}>\alpha_{p}, \\
0, & \text { if } \lambda_{j}^{*} \leq \alpha_{p},
\end{array} j=1,2, \ldots, N_{t} N_{r} M\right.
\]
        Set \(M_{\mathrm{n}}^{\epsilon}\) to the number of non-zero variables in \(\hat{\mathbf{x}}_{\mathrm{e}}^{*}\).
        if \(M_{\mathrm{n}}^{\epsilon}<M\) then
            Go to Step 16.
        else if \(M_{\mathrm{n}}^{\epsilon}=M_{\mathrm{n}}^{\epsilon-1}\) then
            Set \(\alpha_{p}:=\alpha_{p}+\Delta_{p}, \epsilon:=\epsilon+1\). And go to Step 4
        else
            Generate solution \(\boldsymbol{\rho}_{q}\) from \(\hat{\mathbf{x}}_{\mathrm{e}}^{*}\) for all
            \(q=1,2, \ldots, \zeta\) according to the following rule:
    Randomly select \(M\) numbers from the set of non-zero
        values of \(\hat{\mathbf{x}}_{\mathbf{e}}^{*}\) with equal probability \(\frac{1}{M_{\mathrm{n}}^{e}}\) and set them the
    value of 1 , while setting the remaining values to 0
                Set \(\alpha_{p}:=\alpha_{p}+\Delta_{p}, \epsilon:=\epsilon+1\).
        end if
        end while
        Obtain the all assignment strategy vectors \(\rho_{1}, \rho_{2}, \cdots\),
        \(\rho_{Q}\).
```


## Problem 3 (Low-complexity Solution of Problem 2):

$\tilde{\mathbf{H}}^{*} \triangleq \arg \min _{\tilde{\mathbf{H}}} f(\tilde{\mathbf{H}})$,
s.t. $\sum_{i \in \mathcal{R}, j \in \mathcal{T}} \tilde{h}_{i, j} \leq h_{\text {max }}^{\mathrm{IRS}}+h_{\mathrm{P}}^{\mathrm{LOS}}+h_{\mathrm{P}}^{\mathrm{NLOS}}$,
$\tilde{h}_{i, j}^{\mathrm{LOS}}+\tilde{h}_{i, j}^{\mathrm{NLOS}} \leq h_{i, j} \leq \tilde{h}_{i, j}^{\mathrm{LOS}}+\tilde{h}_{i, j}^{\mathrm{NLOS}}+\tilde{h}_{i, j}^{\mathrm{IRS}}, \quad i \in \mathcal{R}, j \in \mathcal{T}$.

Here, $\tilde{\mathbf{H}}^{*}$ represents an optimal solution. The equation $f(\mathbf{h})$ corresponds to the equation $f(\boldsymbol{\lambda})$, which transforms the variable $\lambda$ to $\mathbf{h}$. Constraint (15) represents a restriction on the total channel gain, where $h_{\text {max }}^{\text {IRS }}$ denotes the maximum IRS gain that the system can obtain using all mirrors. Additionally, $h_{\mathrm{P}}^{\mathrm{LOS}}$ and $h_{\mathrm{P}}^{\mathrm{NLOS}}$ signify the sum of channel gains for the LOS and NLOS channels, respectively. For a specific position, both $h_{\mathrm{P}}^{\mathrm{LOS}}$ and $h_{\mathrm{P}}^{\mathrm{NLOS}}$ are constants. The constraint in (16) gives the upper and lower bounds on $\tilde{h}_{i, j}$, where $\tilde{h}_{i, j}^{\mathrm{LOS}}$ and $\tilde{h}_{i, j}^{\mathrm{NLOS}}$ are the LOS and NLOS channel gains of sub-channel between the $i$-th PD and the $j$-th LED. $\tilde{h}_{i, j}^{\mathrm{IRS}}$ is the channel gain when all mirrors are assigned to the sub-channel between the $i$-th PD and the $r$-th LED, which can be calculated using (7) for a given receiver position. However, Problem 3 is also difficult to solve directly, as calculating $h_{\text {max }}^{\text {IRS }}$ is considered NP-hard. Because solving $h_{\text {max }}^{\text {IRS }}$ is
also an optimization problem similar to Problem 1. To tackle this challenge, we use the largest value of $\tilde{h}_{i, j}^{\mathrm{IRS}}$ as an approximation for $h_{\max }^{\mathrm{IRS}}$ and then solve Problem 3 approximately by using the sequential quadratic programming (SQP) method.
2) Binary Rounding: As suggested by (3), the IRS channel gain can be determined by subtracting the LOS and NLOS channels. Thus, we have

$$
\begin{equation*}
\mathbf{H}_{0}=\tilde{\mathbf{H}}^{*}-\left(\mathbf{H}_{\mathrm{LOS}}+\mathbf{H}_{\mathrm{NLOS}}\right) \tag{17}
\end{equation*}
$$

According to Section III-A, $\mathbf{H}_{0}$ can also be defined as

$$
\mathbf{H}_{0}(\boldsymbol{\lambda})=\left(\begin{array}{ccc}
h_{1,1}^{\mathrm{IRS}}\left(\boldsymbol{\lambda}_{1,1}\right) & \cdots & h_{1, N_{t}}^{\mathrm{IRS}}\left(\boldsymbol{\lambda}_{1, N_{t}}\right)  \tag{18}\\
\vdots & \ddots & \vdots \\
h_{N_{r}, 1}^{\mathrm{IRS}}\left(\boldsymbol{\lambda}_{N_{r}, 1}\right) & \cdots & h_{N_{r}, N_{t}}^{\mathrm{IRS}}\left(\boldsymbol{\lambda}_{N_{r}, N_{t}}\right)
\end{array}\right)
$$

where $\quad h_{r, t}^{\text {IRS }}=\lambda_{r, t}^{T} \hat{\boldsymbol{h}}_{r, t} \quad(r \in \mathcal{R}, t \in \mathcal{T}), \quad$ and $\quad \hat{\boldsymbol{h}}_{r, t}=$ $\left(h_{r, 1, t}^{\mathrm{IRS}}, h_{r, 2, t}^{\mathrm{IRS}}, \ldots, h_{r, m, t}^{\mathrm{IRS}}\right)^{T}$ is the channel gain vector of the sub-channel. Hence, we can get the assignment strategy by solving the following problem:

Problem 4:

$$
\begin{aligned}
& \hat{\lambda}^{*} \triangleq \arg \min _{\lambda}\left\|\hat{\mathbf{H}}_{0}(\boldsymbol{\lambda})-\mathbf{H}_{0}\right\|_{\mathrm{F}}^{2} \\
& \text { s.t. (11), (13). }
\end{aligned}
$$

The estimate $\hat{\lambda}^{*}$ of $\hat{\lambda}$ can be obtained by solving Problem 3 , which uses the Frobenius norm to generate a matrix most similar to $\mathbf{H}_{0}$, subject to certain constraints. In general, Problem 3 can be viewed as a norm approximation problem with constraints, and it is solvable with at least one optimal solution [42]. Problem 4 is still a nonlinear problem, we also use the SQP method to solve it.

The optimal solution, $\hat{\lambda}^{*} \triangleq\left(\lambda_{r, m, t}^{*}\right)_{r \in \mathcal{R}, t \in \mathcal{T}, m \in \mathcal{M}}$ of Problem 4 is generally non-binary and does not satisfy the constraint in (12). Nevertheless, it is also valuable as a reference. Each $\lambda_{r, m, t}^{*}$ represents the probability of assigning the $m$-th mirror to the sub-channel between the $r$-th PD and the $t$-th LED. By proposing a novel binary rounding method, we aim to generate multiple valid samples from $\hat{\lambda}^{*}$ for the subsequent optimization step.

The details of the binary rounding process are presented in Algorithm 1. Several new parameters are introduced: $\alpha_{\text {max }}$ is the largest value in $\hat{\lambda}^{*} ; \alpha_{p}$ represents the probability threshold; $\Delta_{P}$ is an increment; $\zeta$ denotes the number of solutions $\boldsymbol{\rho}_{q}$ generated per loop; $M$ is number of mirrors; and $M_{\mathrm{n}}^{\epsilon}$ is the number of non-zero variables of $\hat{\mathbf{x}}_{\mathrm{e}}^{*}$ in the $\epsilon$-th loops. In addition, we have redefined $\hat{\lambda}^{*} \triangleq\left(\lambda_{j}^{*}\right)_{j=1,2, \ldots, N_{t} N_{r} M}$, only by modifying the corner markers to better represent it in the algorithm. The essence of Algorithm 1 is to execute a loop that ensures the generation of a sufficient number of valuable solutions. Specifically, Step 5 is to elect values in $x$ that are greater than $\alpha_{p}$, which refines the feasible set of solutions for $\hat{\lambda}^{*}$ and enables the assignment strategy to concentrate on high-probability sets. Step 12 is the process of

$$
\begin{equation*}
f(\boldsymbol{\lambda})=\frac{1}{2^{\eta} \eta} \sum_{\mathbf{x}} \sum_{\hat{\mathbf{x}}} d_{\mathrm{H}}(\mathbf{x} \rightarrow \hat{\mathbf{x}})\left(\frac{1}{6} e^{-\frac{\|\mathbf{H}(\lambda) \mathbf{c}\|^{2}}{2} \gamma_{\mathrm{tx}}}+\frac{1}{12} e^{-\frac{\|\mathbf{H}(\lambda) \mathbf{c}\|^{2}}{4} \gamma_{\mathrm{tx}}}+\frac{1}{4} e^{-\frac{\|\mathbf{H}(\lambda) \mathbf{c}\|^{2}}{8} \gamma_{\mathrm{tx}}}\right) \tag{10}
\end{equation*}
$$

```
Algorithm 2: The Overall Algorithm for Solving Problem
1.
    Input: \(h_{\text {max }}^{\mathrm{IRS}}, h_{\mathrm{P}}^{\mathrm{LOS}}, h_{\mathrm{P}}^{\mathrm{NLOS}}, \tilde{h}_{i, j}^{\mathrm{LOS}}, \tilde{h}_{i, j}^{\mathrm{NLOS}}, \tilde{h}_{i, j}^{\mathrm{IRS}}\)
    Output: \(\lambda^{*}\)
    Determine \(\mathbf{H}^{*}\) of Problem 3 via the SQP method using
    input parameters.
    Determine \(\hat{\lambda}^{*}\) of Problem 4 via the SQP method.
    Obtain \(\boldsymbol{\rho}_{s}\) for all \(s \in \mathcal{Q}\) using Algorithm 1.
    Obtain \(\hat{\boldsymbol{\rho}}_{s}^{\S}\) for all \(s \in \mathcal{Q}\) using an interior-point method.
    Calculate \(\lambda^{*}\) via (27).
```

generating solutions, generating $\zeta$ solutions per loop. And Steps 6 to 11 are the early exit conditions, which prevent unnecessary loops and repeated searches. Finally, we obtained all the solutions ( $\boldsymbol{\rho}_{s} \triangleq\left(p_{s, n}\right)_{n \in \mathcal{N}}, s=1,2, \ldots, \zeta, \zeta+1, \ldots, Q$ ), which are composed of the solution $\rho_{q}$ in each loop.

We now discuss the complexity of the proposed algorithm. For Algorithm 1, its computational complexity depends on how many loops it has executed. Specifically, in the worst case, we need to execute $\left\lfloor\frac{\alpha_{\max }}{\Delta_{p}}\right\rfloor+1$ loops, and every loop has $N_{r} N_{t} M+\delta M$ assignment operations. Hence, it performs at most $\left(\left\lfloor\frac{\alpha_{\max }}{\Delta_{p}}\right\rfloor+1\right)\left(N_{r} N_{t} M+\zeta M\right)$ times assignment operations when every loop can generate an effective solution. Note that the algorithm's actual complexity is significantly lower, and we will demonstrate this in the subsequent section.
3) Feasible Projection: The solutions $\rho_{s}$ generated from Algorithm 1 satisfy the constraint in (12), but they may not satisfy the constraint in (11). Therefore, to construct a solution that satisfies both the constraints, we employ a feasible projection method [43], [44], with its problem formulated as:

Problem 5 (Feasible Projection):

$$
\begin{align*}
& \hat{\boldsymbol{\rho}}_{s}^{*} \triangleq \arg \min _{\hat{\boldsymbol{\rho}}_{s}}\left\|\hat{\boldsymbol{\rho}}_{s}-\boldsymbol{\rho}_{s}\right\|_{2}^{2} \\
& \text { s.t. (11), (12), } \tag{19}
\end{align*}
$$

where $\hat{\boldsymbol{\rho}}_{s}^{*} \triangleq\left(\hat{\rho}_{s, n}^{*}\right)_{n \in \mathcal{N}}$ denotes an optimal solution. Problem 5 is an integer nonlinear programming problem, generally considered NP-hard. However, since $\left\|\hat{\boldsymbol{\rho}}_{s}-\boldsymbol{\rho}_{s}\right\|_{2}^{2}$ can be rewritten as the sum of $N_{t} N_{r} M$ single-variable integer convex functions, i.e., $\left\|\hat{\boldsymbol{\rho}}_{s}-\boldsymbol{\rho}_{s}\right\|_{2}^{2}=\sum_{n \in \mathcal{N}}\left(\hat{\rho}_{s, n}-\rho_{s, n}\right)^{2}$, and each single-variable integer convex function $\hat{\rho}_{s, n}-\rho_{s, n}$ can be replaced by an equivalent linear problem:

$$
\begin{align*}
& \hat{\rho}_{s, n}-\rho_{s, n}=\min _{a_{s, n}, b_{s, n}} \rho_{s, n}^{2} a_{s, n}+\left(1-\rho_{s, n}\right)^{2} b_{s, n} \\
& \text { s.t. }(11),(12), \\
& b_{s, n}=\hat{\rho}_{s, n} \quad s \in \mathcal{Q}, n \in \mathcal{N}  \tag{20}\\
& a_{s, n}+b_{s, n}=1, \quad s \in \mathcal{Q}, n \in \mathcal{N}  \tag{21}\\
& a_{s, n}>0, a_{s, n}>0, \quad s \in \mathcal{Q}, n \in \mathcal{N} \tag{22}
\end{align*}
$$

Hence, we can equivalently rewrite Problem 5 as [43], [44]:

$$
\begin{equation*}
\left(\hat{\boldsymbol{\rho}}_{s}^{\S}, \boldsymbol{a}_{s}^{\S}, \boldsymbol{b}_{s}^{\S}\right) \triangleq \arg \min _{a_{s, n}, b_{s, n}} \sum_{n \in \mathcal{N}} \rho_{s, n}^{2} a_{s, n}+\left(1-\rho_{s, n}\right)^{2} b_{s, n} \tag{23}
\end{equation*}
$$

$$
\text { s.t. }(11),(12),
$$

$$
\begin{equation*}
b_{s, n}=\rho_{s, n}^{\S} \quad s \in \mathcal{Q}, n \in \mathcal{N} \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
a_{s, n}+b_{s, n}=1, \quad s \in \mathcal{Q}, n \in \mathcal{N} \tag{25}
\end{equation*}
$$

$$
\begin{equation*}
a_{s, n}>0, a_{s, n}>0, \quad s \in \mathcal{Q}, n \in \mathcal{N} \tag{26}
\end{equation*}
$$

Here, $\boldsymbol{a}_{s}^{\S} \triangleq\left(a_{s, n}\right)_{n \in \mathcal{N}}, \boldsymbol{b}_{s}^{\S} \triangleq\left(b_{s, n}\right)_{n \in \mathcal{N}}$, and $\left(\hat{\boldsymbol{\rho}}_{s}^{\S}, \boldsymbol{a}_{s}^{\S}, \boldsymbol{b}_{s}^{\S}\right)$ denotes an optimal solution. We input all solutions $\hat{\boldsymbol{\rho}}_{s}^{\S}$ into (10) to calculate $Q$ BERs:

$$
\begin{equation*}
\lambda^{*} \triangleq \arg \min _{\hat{\boldsymbol{\rho}}_{s}^{\S}} f\left(\hat{\boldsymbol{\rho}}_{s}^{\S}\right), \tag{27}
\end{equation*}
$$

and the solution corresponding to the smallest BER of $\hat{\boldsymbol{\rho}}_{s}^{\S}$ is considered a good feasible solution $\lambda^{*}$.
4) Algorithm Summary: As mentioned above, we are now ready to present the overall algorithm for solving Problem 1, as summarized in Algorithm 2. The total computational complexity of Algorithm 2 is determined by the cumulative computational complexities of the four aforementioned phases: Problems 3, 4, 5, and Algorithm 1. Of these phases, the computational complexity of the SQP algorithm primarily lies in solving the quadratic programming (QP) subproblem, typically operating at an order of $\mathcal{O}\left(V^{3}\right)$, where $V$ represents the number of variables. Consequently, the computation complexity of Problems 3 and 4 can be expressed as $\mathcal{O}\left(M^{3}\right)$ and $\mathcal{O}\left(\left(N_{r} N_{t} M\right)^{3}\right)$, respectively. In addition, the SQP method, as a classic algorithm, has been extensively studied and is widely recognized for its ability to handle nonlinear problems. As depicted in Fig. 2, the SQP method exhibits favorable convergence properties, typically achieving convergence within 10 iterations for Problems 3 and 4. Notably, the utility of the method demonstrates a significant improvement during the initial 3 iterations, followed by a stable performance sustained over 10 iterations.

Lastly, it is also worth noticing that Problem 5 in (23) is a linear programming problem, and therefore its optimal solution can be efficiently attained by using the interior-point method, which has the computation complexity of $\mathcal{O}\left(\left(3 N_{r} N_{t} M\right)^{3.5} \log (1 / \varepsilon)\right)$, where $3 N_{r} N_{t} M$ is the total number of variables, $\left(3 N_{r} N_{t} M\right)^{3.5}$ is the complexity order of dominant Hessian matrix calculation, and $\varepsilon$ is the solution accuracy [45]. Additionally, the complexity of Algorithm 1 has been previously discussed. To sum up, the total computational complexity of Algorithm 2 is the sum of the computational complexity of the aforementioned four phases, which is given by $\mathcal{O}\left(M^{3}+\left(N_{r} N_{t} M\right)^{3}+\right.$ $\left.\left.\left(3 N_{r} N_{t} M\right)^{3.5} \log (1 / \varepsilon)+\left(\left\lfloor\frac{\alpha_{\max }}{\Delta_{p}}\right\rfloor+1\right)\left(N_{r} N_{t} M+\zeta M\right)\right)\right)$. It is crucial to highlight that Algorithm 1 yielded a significantly lower complexity due to Steps 6 to 11. As depicted in Fig. 3, the actual complexity amounts to a mere $14.8 \%$ of the maximum complexity.

## IV. Results and Discussions

In this section, we evaluate and compare the BER performance of the IRS-aided MIMO-VLC system applying three MIMO techniques (i.e., RC, SM, and SMP) under different IRS configurations.


Fig. 2. Convergence using the SQP method for SMP with $M=16$ at PD position 1: (a) Problem 3 and (b) Problem 4.

## A. Simulation Setup

In our simulations, we set up a $4 \times 4$ MIMO-VLC system in a typical indoor room, where the room has a dimension of $4 \mathrm{~m} \times$ $4 \mathrm{~m} \times 4 \mathrm{~m}$ and the receiving plane is 0.85 m above the floor. The LED array is mounted at the ceiling and the user equipped with a PD array is located over the receiving plane. Moreover, the mirror array-based IRS is located on the side wall consisting of multiple square-shaped mirror units, with the IRS center position being ( $4 \mathrm{~m}, 2 \mathrm{~m}, 2 \mathrm{~m}$ ). Each square-shaped mirror unit has a side length of 1 cm and the spacing between two adjacent mirro units is 10 cm . Without loss of generality, we assume 4-ary pulse amplitude modulation (4-PAM) is used for all three MIMO techniques, and hence the spectral efficiencies achieved by RC, SM, and SMP are 2,4 , and $8 \mathrm{bits} / \mathrm{s} / \mathrm{Hz}$, respectively. Moreover, the IRS is assumed to be a square-shaped mirror array with total $M$ mirror units, where two $M$ values, i.e., $M=$ 16 and 36 , are considered in the following evaluations. The key parameters of the $4 \times 4$ MIMO-VLC system are listed in Table I. In addition, perfect channel state information (CSI) is assumed


Fig. 3. Actual complexity of Algorithm 1. The simulation parameters are set as $\Delta_{p}=0.05$ and $\delta=100$.

TABLE I
Fix Parameters of IRS Adding VLC System

| Parameter | Value |
| :---: | :---: |
| Room dimension | $4 \mathrm{~m} \times 4 \mathrm{~m} \times 4 \mathrm{~m}$ |
| Height of receiving plane | 0.85 m |
|  | $(1 \mathrm{~m}, 1 \mathrm{~m}, 4 \mathrm{~m})$, |
| LED positions | $(1 \mathrm{~m}, 3 \mathrm{~m}, 4 \mathrm{~m})$, |
|  | $(3 \mathrm{~m}, 1 \mathrm{~m}, 4 \mathrm{~m})$, |
| PD array position 1 | $(3 \mathrm{~m}, 3 \mathrm{~m}, 4 \mathrm{~m})$ |
| PD array position 2 | $(1.5 \mathrm{~m}, 2 \mathrm{~m}, 0.85 \mathrm{~m})$ |
| PD array position 3 | $(2 \mathrm{~m}, 2 \mathrm{~m}, 0.85 \mathrm{~m})$ |
| Semi-angle at half power of LED, $\Psi$ | $(2.5 \mathrm{~m}, 2 \mathrm{~m}, 0.85 \mathrm{~m})$ |
| Half-angle FOV of optical lens, $\Phi$ | $90^{\circ}$ |
| LED spacing | $90^{\circ}$ |
| Gain of optical filter, $T_{s}$ | 2 m |
| Responsivity of APD, $\rho$ | 0.9 |
| Active area of APD, $A$ | $15 \mathrm{~A} / \mathrm{W}$ |
| APD spacing | $1 \mathrm{~cm}{ }^{2}$ |
| Reflectance coefficient of wall, $\varepsilon$ | 10 cm |
| Reflectance coefficient of mirror, $\delta$ | 0.8 |
| Noise power spectral density, $N_{0}$ | 0.9 |
| LED modulation bandwidth, $B$ | $10^{-22} \mathrm{~A}^{2} / \mathrm{Hz}$ |

to be known at the transmitter side to execute the optimization of the IRS configuration. Since the received SNRs corresponding to different LED/PD pairs might be different in the MIMO-VLC system, the transmitted SNR is adopted as the figure of merit to evaluate the BER performance of MIMO-VLC systems, which is defined in decibel (dB) as $\mathrm{SNR}_{\mathrm{Tx}}=10 \log _{10}\left(\frac{P_{s}}{P_{n}}\right)$ [12]. Hence, the transmitted optical power $P_{s}$ of each LED is calculated according to the noise power $P_{n}$ and the transmitted SNR $\mathrm{SNR}_{\mathrm{Tx}}$ as follows:

$$
\begin{equation*}
P_{s}=10^{\frac{\mathrm{SNR}_{\mathrm{Tx}}}{10}} P_{n} . \tag{28}
\end{equation*}
$$

1) Optimization Tools: The optimization is performed by using the MATLAB software. In particular, our algorithm mainly solves Problems 3, 4, and 5. For Problems 3 and 4, we employ


Fig. 4. The baseline IRS configuration: (a) $M=16$ and (b) $M=36$.


Fig. 5. BER performance of the $4 \times 4$ MIMO-VLC system applying different MIMO techniques without utilizing IRS at PD array position 2.
the interior point method to solve them. For Problem 5, we utilize the CVX toolbox with the MOSEK solver to address it. The optimization is individually performed for each given transmitted SNR.
2) Baseline Settings: To demonstrate the superiority of our proposed optimization algorithm, we compare it to a representative baseline scheme that assigns the mirror units equally to the LED/PD channels. Fig. 4(a) and (b) depict the IRS configurations for the baseline scheme with $M=16$ and 36, respectively. As we can see, when applying the baseline scheme, all the mirror units are equally divided into four regions and each region is allocated to a corresponding LED/PD channel. As a result, the obtained IRS component of the channel matrix becomes a diagonal channel matrix which can be expressed as follows:

$$
\mathbf{H}_{\mathrm{IRS}}^{\text {Baseline }}=\left[\begin{array}{lll}
h_{11, \mathrm{IRS}}^{\text {Baseline }} & &  \tag{29}\\
& \ddots & \\
& & h_{44, \mathrm{IRS}}^{\text {Baseline }}
\end{array}\right]
$$



Fig. 6. BER vs. transmitted SNR for the IRS-aided $4 \times 4$ MIMO-VLC system applying RC at different PD array positions: (a) position 1, (b) position 2, and (c) position 3 .

## B. BER Performance

We first evaluate the BER performance of the $4 \times 4$ MIMOVLC system applying different MIMO techniques without utilizing IRS. Fig. 5 shows the analytical BER upper bounds and the simulated BERs versus transmitted SNR at PD position 2. It can be observed that, for all three MIMO techniques including RC, SM and SMP, the analytical BER upper bounds closely match the


Fig. 7. BER vs. transmitted SNR for the IRS-aided $4 \times 4$ MIMO-VLC system applying SM at different PD array positions: (a) position 1, (b) position 2, and (c) position 3 .
simulated BER when the SNRs are relatively large. Therefore, the analytical BER upper bounds are verified to be very tight at the high SNR regions, which can be efficiently used to perform IRS configuration optimization in the IRS-aided MIMO-VLC systems applying different MIMO techniques. Moreover, the required transmitted SNRs for RC, SM and SMP to reach BER


Fig. 8. BER vs. transmitted SNR for the IRS-aided $4 \times 4$ MIMO-VLC system applying SMP at different PD array positions: (a) position 1, (b) position 2, and (c) position 3 .
$=10^{-3}$ are about 90,130 and 160 dB , respectively. And as a reference, in our simulation setup, the channel coefficients are in the region of $10^{-4}$, the path loss at the receiver side is about -80 dB . Hence, relatively large SNRs are required to achieve satisfactory transmission performance when the IRS is not introduced in the $4 \times 4$ MIMO-VLC system, especially for the SMP scheme, due to the adverse effect of channel correlation [11].


Fig. 9. SNR gain at different PD array positions: (a) the optimal scheme over the baseline scheme for $M=16$, (b) the optimal scheme over the baseline scheme for $M=36$, and (c) $M=36$ over $M=16$ for the optimal scheme.

In the next, we investigate the BER performance of the IRS-aided $4 \times 4$ MIMO-VLC system applying different MIMO techniques. Fig. 6 shows the BER versus transmitted SNR for the IRS-aided $4 \times 4$ MIMO-VLC system applying RC at different PD positions. As we can see, at given PD array positions, the SNR gain obtained by the optimal scheme in comparison to the baseline scheme is quite small for $M=16$, but it becomes relatively larger when $M$ is increased from 16 to 36, suggesting


Fig. 10. Optimal IRS configuration for RC with (a) $M=16$, position $1,90 \mathrm{~dB}$, (b) $M=16$, position $2,89 \mathrm{~dB}$, (c) $M=16$, position $3,89 \mathrm{~dB}$, (d) $M=36$, position $1,89 \mathrm{~dB}$, (e) $M=36$, position 2, 88 dB , and (f) $M=36$, position 3, 87 dB .
that the use of IRS with optimal surface configuration is more beneficial when the IRS consists of more mirror units.

The BER versus transmitted SNR for the IRS-aided $4 \times 4$ MIMO-VLC system applying SM at different PD positions is plotted in Fig. 7. It can be observed that the optimal scheme can obtain relatively large SNR gains at all PD positions for both $M=16$ and 36. Particularly, for $M=16$, the optimal scheme outperforms the baseline scheme by SNR gains of approximately $2.2,1.2$, and 2.2 dB at position 1, position 2 and position 3, respectively. For $M=36$, the optimal scheme achieves SNR gains of about $1.6,1.2$ and 1.3 dB at position 1 , position 2 and position 3, respectively, when compared with the baseline scheme. Moreover, by increasing $M$ from 16 to 36, SNR gains of $5.5,6.2$, and 5.5 dB can be attained by the optimal scheme at position 1, position 2 and position 3, respectively. Fig. 8 shows the BER versus transmitted SNR for the IRS-aided $4 \times 4$ MIMO-VLC system applying SMP at different PD positions. As can be seen, the optimal scheme can yield a much more significant SNR gain over the baseline scheme for SMP, when compared with RC and SM.

Fig. 9 depicts the achieved SNR gains according to the BER evaluations in Figs. 6-8. The SNR gains obtained by the optimal scheme over the baseline scheme at different PD positions for $M=16$ and 36 are shown in Fig. 9(a) and (b), respectively. As we can see, the obtained SNR gains are not very significant for $R C$ which hardly exceeds 1 dB . In contrast, much more significant SNR gains can be obtained by SM and SMP. Taking SMP and $M=16$ as an example, the obtained SNR gains are $2.5,3.8$ and 2.4 dB at position 1, position 2 and position 3, respectively. The SNR gains obtained by the optimal scheme with $M=36$ over that with $M=16$ at different PD positions are shown in Fig. 9(c). Similarly, the SNR gains for RC with the optimal scheme are only about 1 to 2 dB , and meanwhile, the SNR gains for both SM and SMP with the optimal scheme can exceed 5 dB , with a maximum SNR gain achieved by SMP at position 2 reaching as high as 7.4 dB .


Fig. 11. Optimal IRS configuration for SM with (a) $M=16$, position 1, 107 dB , (b) $M=16$, position $2,105 \mathrm{~dB}$, (c) $M=16$, position 3, 101 dB , (d) $M=36$, position $1,101 \mathrm{~dB}$, (e) $M=36$, position $2,98 \mathrm{~dB}$, and (f) $M=$ 36, position 3, 95 dB .


Fig. 12. Optimal IRS configuration for SMP with (a) $M=16$, position 1, 115 dB , (b) $M=16$, position $2,112 \mathrm{~dB}$, (c) $M=16$, position $3,109 \mathrm{~dB}$, (d) $M=36$, position $1,109 \mathrm{~dB}$, (e) $M=36$, position $2,105 \mathrm{~dB}$, and (f) $M=$ 36, position 3, 103 dB .

It can be concluded from Fig. 9 that the use of an IRS with optimal surface configuration can improve the performance of all three MIMO techniques in the considered $4 \times 4$ MIMO-VLC system.

## C. Visualization of Optimal IRS Configurations

In this subsection, the visualization of various optimal IRS configurations is presented to clearly show how the surface of IRS is configured to achieve improved BER performance in the considered $4 \times 4 \mathrm{MIMO}$-VLC system. Figs. 10, 11, and 12 depict the optimal IRS configurations for RC, SM and SMP with different $M$ values, PD array positions and transmitted SNR values. As we can see, the optimal IRS configurations are generally different for different MIMO techniques with different system parameters. Moreover, for RC, as shown in

Fig. 10, the optimal IRS configurations indicate that the IRS reflects all the signals from the four LEDs to $\mathrm{PD}_{1}$. However, for SM and SMP, the optimal IRS configurations suggest that the IRS reflects the signals from the four LEDs to different PDs.

## V. CONCLUSION

In this paper, we have investigated the optimization of IRS configuration in IRS-aided MIMO-VLC systems applying RC, SM and SMP, and a BER minimization problem has been formulated by employing the tight analytical BER upper bound. Since the problem is NP-hard in general, an optimization algorithm was proposed to decompose the original problem into three sub-problems, i.e., continuous relaxation and variable transformation, binary rounding, and feasible projection. The obtained simulation results demonstrate that the BER performance of an indoor IRS-aided $4 \times 4$ MIMO-VLC system can be greatly improved by adopting the optimal surface configuration scheme. More specifically, the SNR gain obtained by using the optimal surface configuration scheme in comparison to the baseline scheme is much more significant for SM and SMP. Therefore, IRS with optimal surface configuration can be a very promising candidate for substantial performance enhancement of MIMOVLC systems.
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