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Abstract—Cell detection and classification is a key technique
for disease diagnosis, but conventional methods such as optical
microscopy and flow cytometry have limitations in terms of field-
of-view (FOV), throughput, cost, size, and operation complexity.
Lensless holographic imaging is a promising alternative that of-
fers large FOV, rich information content, and simple structure.
However, its performance on cell detection and classification still
needs to be improved. In this paper, we propose an intelligent
cell detection system based on lensless holographic imaging and
deep learning. Our system uses unstained cells suspended in so-
lution as samples and employs a threshold segmentation-based
auto-focusing algorithm to determine the optimal focusing distance
for each imaging session. We also use a deep learning-based object
detection neural network to classify different types of cells from the
focused holographic images without the need for cell segmentation.
We demonstrated the performance of our system using four cell
detection tasks: tumor cells vs. polystyrene microspheres (77.6%
accuracy), different tumor cells (80.1% accuracy), red blood cells
vs. white blood cells (78.1% accuracy), white blood cell subtypes
(88% accuracy), which showed that our system achieved high ac-
curacy with label-free, portable, intelligent, and fast cell detection
capabilities. It has potential applications in the miniaturized cell
detection field.

Index Terms—Auto-focusing algorithm, deep learning, lensless
holographic imaging, object detection and classification, label-free.

I. INTRODUCTION

C ELL detection is a fundamental task in biomedical image
analysis that aims to locate and identify cells of interest in
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various types of images. The detection of cells can provide valu-
able information for disease diagnosis, prognosis, and treatment
evaluation. For instance, the detection of blood cells can reveal
the proportion and morphology of different types of blood cells,
such as red blood cells, neutrophils, monocytes, and platelets
[1]. Similarly, the detection of circulating tumor cells can serve
as a biomarker for cancer metastasis and staging. Conventional
methods for cell detection mainly rely on optical microscopy or
flow cytometry. Optical microscopy, a widely used technique,
involves staining and magnifying cell samples on slides and
manually inspecting them under a microscope. However, optical
microscopy has several limitations, such as low throughput, a
small field-of-view (FOV), static sample input, and human bias
[2]. In contrast, flow cytometry is considered the gold standard
for cell detection since it can automatically analyze millions
of cells per second based on their optical properties, such as
fluorescence or scattering. Flow cytometry has advantages over
optical microscopy in terms of high throughput, high efficiency,
and single-cell resolution. However, it also has drawbacks such
as large size, high cost, complex operation, loss of spatial in-
formation, and destruction of cell samples [3]. As a result, flow
cytometry is primarily suitable for centralized medical facilities,
such as hospitals or research institutes, but not for point-of-care
settings or resource-limited areas. Due to the growing demand
for point-of-care health monitoring, conventional cell detection
techniques based on large-scale facilities are not sufficient.
Therefore, there is an urgent need to develop miniaturized and
portable cell detection techniques.

In recent years, much research effort has been put into
miniaturizing and simplifying cell detection devices [4], [5].
And lensless imaging technology was developed based on the
conventional optical microscopy technique [6]. The limitation of
optical microscopy for miniaturization lies in its bulky optical
components (mainly lenses) and the stringent requirement for
optical alignment. The essence of lens-free imaging technology
is to remove the optical lenses to reduce the optical align-
ment requirement and to integrate high-resolution digital image
sensors and digital image processing techniques to achieve
comparable imaging quality with optical microscopy. Finally,
image detection and classification techniques are combined to

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see
https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0009-0004-0899-1387
https://orcid.org/0009-0003-4694-9967
https://orcid.org/0009-0004-6836-6356
https://orcid.org/0009-0006-8641-3763
https://orcid.org/0009-0002-0128-5768
https://orcid.org/0009-0008-8967-8657
https://orcid.org/0009-0008-1248-3114
https://orcid.org/0009-0006-1733-9379
https://orcid.org/0000-0002-2364-0479
https://orcid.org/0000-0002-6410-1471
mailto:huangxiwei@hdu.edu.cn


3900208 IEEE PHOTONICS JOURNAL, VOL. 16, NO. 3, JUNE 2024

complete the cell detection task [7]. Since lens-free imaging
systems discard most of the optical components, their overall
structure is very compact. And because there is no limitation of
FOV reduction caused by lens magnification, their FOV can be
large. Therefore, their cell detection quantity and efficiency can
be greatly improved.

Lensless imaging systems mainly use three imaging tech-
niques: lensless shadow imaging technique [8], [9], [10], lensless
fluorescence imaging technique [11], [12], [13], and lensless
holographic imaging technique [14], [15], [16]. Lensless shadow
imaging technique is a simple and direct method that records
the shadows of samples on a digital image sensor using a
spatially limited light source. However, this method can only
capture low-quality images with amplitude information (mainly
contour information) of samples. Lensless fluorescence imaging
technique is similar to lensless shadow imaging technique, but it
uses excitation light to stimulate fluorescent markers on samples
and filters out the excitation light to eliminate interference.
This method can distinguish different cells by their fluorescence
signals, but its resolution is much lower than other lensless
imaging techniques. Lensless holographic imaging technique
uses partially coherent light as a light source instead of the spa-
tially limited light source used by other methods. The diffracted
light and transmitted light generated by partially coherent light
passing through samples interfere with the original light source
to form a holographic image on a sensor array. This method can
record both amplitude and phase information of samples, reflect-
ing their internal structures and optical properties. Moreover, this
method can achieve high-resolution and large FOV imaging by
using computational techniques such as image reconstruction
and super-resolution. Therefore, the lensless holographic imag-
ing technique has unique advantages over other lensless imaging
techniques in terms of image quality, resolution, and versatility.

In recent years, to improve the intelligence of lensless holo-
graphic imaging systems, they have been well combined with
deep learning technologies [17], [18]. In lensless holographic
imaging systems, deep learning is primarily used to improve
imaging resolution, replace image reconstruction steps, and
perform cell classification based on holographic images. Al-
though the use of deep learning technology increases computing
resource consumption, it replaces the function of corresponding
hardware structures and simplifies the entire system. Early re-
searchers hoped to replace this image reconstruction process
with neural networks by using trained deep-learning network
models to convert holographic images and effectively improve
recovery efficiency. Rivenson et al. proposed a deep learning
convolutional neural network (CNN) for building the image
reconstruction part of a lensless holographic imaging system
[19]. The results of this work showed that CNN networks can not
only completely achieve image restoration but also have higher
signal-to-noise ratios than traditional restoration algorithms.
By applying deep learning classification technology to lensless
holographic imaging technology, Vercruysse et al. proposed a
method that uses microfluidic channels to capture single cells
using high-speed cameras to capture their holograms [20]. They
then constructed a three-classification dataset of white blood
cells based on holographic images and achieved classification
recognition of mononuclear and neutrophils.

Fig. 1. System overview. (a) Imaging principle of the system, (b) outer 3D-
printed structure, (c) inner structure.

Based on the characteristics of lensless holographic imaging,
we propose to combine it with deep learning-based object detec-
tion techniques to achieve accurate and efficient cell detection.
The advantages and innovations of this combination are as
follows: First, holographic images have a large FOV, which
can capture a large number of cells in a single image. Object
detection techniques can directly perform detection on the whole
image without segmenting it into small patches, which can fully
utilize the large FOV advantage of holographic images and
reduce computation time. Second, holographic images contain
both amplitude and phase information of cells, which reflect their
internal structures and optical properties. Thus deep learning
techniques can extract rich features from both amplitude and
phase images and fuse them together to improve the classifica-
tion performance.

In this study, we proposed a miniaturized and intelligent
lensless cell detection system that uses lensless holographic
imaging technology as the imaging method and combines deep
learning object detection technology to achieve rapid and accu-
rate detection and classification of cells. We proposed a threshold
segmentation-based automatic focusing algorithm to meet the
characteristics of the test samples and demonstrate its effec-
tiveness. And we constructed four types of datasets, which are
various cancer cells, red and white blood cells, and mononuclear
and neutrophils respectively. Finally, we present the test results
of the object detection model trained from these four datasets.
The average accuracy for cell classification reached 80.9%.

II. METHOD AND MATERIALS

A. System Overview

Fig. 1(a) shows the general working principle of a lensless
on-chip digital holographic microscopy, which is composed of
an incoherent light source, a pinhole, a sample plane, and a
detector plane. Generally, the diameter of the pinhole is about
50∼100 μm, the distance from the pinhole to the sample plane
(Z1) is about 2∼5 cm, and the distance from the sample plane
to the detector plane (Z2) is less than 1 mm [21], [22]. The
centers of these three components should be vertically aligned
as much as possible. Based on such principle, Fig. 1(b) and
(c) show the structure of the proposed lensless on-chip digital
holographic microscopy system. The system consists of a yellow
LED light source (OSRAM LY E65F-DAEB-46-1, λ= 590 nm)
with a pinhole of 300μm in diameter as a partially coherent light
source, a coverslip (about 140∼170 μm in thickness) as the
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sample plane, and a CMOS image sensor (Sony IMX219PQH5-
C, 1.12-μm pixel size) as the detector plane. A Raspberry Pi 4
Model B is employed as the controller.

The workflow of this system is as follows. First, the unstained
cell sample solution is imaged using the proposed system to
obtain a holographic cell image. Then, the holographic image
is cropped into sub-images and focused using the auto-focusing
algorithm proposed in this work. Finally, the images are input
to the deep learning-based object detection model trained in this
work to obtain the classification results.

B. Sample Preparation

The human peripheral blood sample and the Caki renal cancer
cells, HepG2 human liver cancer cells, SW480 human colon
cancer cells, A549 human lung cancer cells, A2780 ovarian
cancer cells are sourced from the School of Medicine Transla-
tional Medicine Institute, Zhejiang University. The experiments
conducted with these cells comply with relevant biological
cell experiment requirements and are approved by the Ethics
Committee of Hangzhou Dianz University.

1) Tumor Cells and Polystyrene Microsphere: Since tumor
cells and polystyrene microspheres (diameter 15 μm) are pure
solution samples, we only need to dilute them with PBS to
4 × 104/mL (a suitable sample concentration for lensless holo-
graphic imaging). For the preparation of microspheres, we also
need to add Tween20 to increase their surface activity, because
they are hydrophobic and tend to stick together.

2) Red Blood Cell and Isolation of White Blood Cell: The
following steps describe how to prepare red blood cell solu-
tion for lensless holographic imaging: (1) Shake human whole
blood well on an oscillator to prevent serum and blood cells
from separating. (2) Dilute the whole blood by 100, 000 times
with PBS reagent to obtain a red blood cell concentration
of about 4 × 104/mL, which is more suitable for lensless
holographic imaging than the original concentration of about
4∼5.5 × 109/mL. Since white blood cells are roughly 1/1000
of red blood cells in whole blood, the diluted solution can be
considered as a high-purity red blood cell solution. (3) Use an
optical microscope to check the activity and integrity of the red
blood cells in the solution. Observe whether the cells are round,
flat, and full. (4) Stain some cell solution with AO fluorescent
dye (which only stains the nucleus) and check with a fluorescent
microscope to confirm the purity of the red blood cells in the
solution. Since red blood cells have no nucleus, they will not
fluoresce when the solution is pure. (5) Perform experiments
within 12 hours after preparing the solution, as red blood cells
have a short survival time in PBS.

The following steps describe how to prepare white blood cell
solution: (1) Add 2 mL of fresh whole blood to a test tube and
mix with 6 mL of red blood cell lysis solution (R1010 Solarbio).
Shake well and place on ice. (2) After 10 minutes, shake well
again and keep on ice for another 10 minutes. (3) Centrifuge the
mixture at 450 × g for 10 minutes and discard the supernatant.
(4) Resuspend the cell pellet in 4 mL of cell lysis solution.
Shake well and place on ice for 5 minutes. (5) Centrifuge the
mixture at 450 × g for 10 minutes and discard the supernatant.

(6) Resuspend the cell pellet (white blood cells) in 2 mL of PBS
and shake well on an oscillator. This will yield a white blood
cell concentration of about 4∼10 × 106/mL. (7) Dilute the cell
solution with PBS to obtain a concentration of about 104/mL,
which is suitable for holographic imaging. (8) Use an optical
microscope to check the activity of white blood cells. (9) Store
the cell solution in an ice-water mixture after use.

3) Isolation of Mononuclear and Neutrophils: These two
types of cells were obtained using a human peripheral blood
neutrophil isolation reagent (Solarbio, Human peripheral blood
neutrophil isolate kit), and their purity was verified by AO
staining and fluorescence microscopy. The human peripheral
blood neutrophil isolation reagent is a combination of reagents,
containing reagent A and reagent C. The following is the prepa-
ration process of obtaining a high-purity single-nucleus cell
nucleus neutrophil solution using these two reagents. (1) Add
4 mL of reagent A to a clean centrifuge tube with a 15 mL
capacity, then add 2 mL of reagent C (slowly add, stack on top
of reagent A) to form a gradient interface (reagent A and reagent
C are immiscible). (2) Use a Pasteur pipette to draw 4 mL of
fresh whole blood and carefully spread it on top of reagent C to
form a three-layer gradient liquid surface. (3) Place the above
sample in a horizontal axis centrifuge, centrifugation conditions
are 550 × g, 20 minutes. (4) After centrifugation, two layers of
ring-shaped milky white cell layers will appear in the centrifuge
tube, which are the single-nucleus cell layer and the neutrophil
layer. The other layers are plasma layer, reagent C, reagent A,
red blood cell layer.

C. Lensless Holography Imaging Principle

When light passes through a sample, it undergoes reflection,
refraction, and transmission. Assuming that the object generates
a physical optical field Uobj in response to the light field, the light
field passing through the sample plane is the superposition of the
reference light and the object light, that is:

UZ1
= Uref + Uobj (1)

Here, assuming that the position of the pinhole is Z = 0 and
downward is the positive direction, UZ represents the light field
at a distance of Z. Since Z2 is very small, the propagation of
the light field can be regarded as plane wave propagation. Ac-
cording to Rayleigh-Sommerfeld diffraction theory, the spatial
propagation function (spatial domain) of plane light waves is as
follows:

Hd(fx, fy) = exp

[
jd

2π

λ

√
1− (λfx)

2 − (λfy)
2

]
,

√
f2
x + f2

y <
1

λ2
(2)

Here, Hd represents the spatial transfer function of light
wave propagation d distance, fx and fy represent the spatial
frequency of light field in x and y directions respectively, and λ

is the wavelength of light. Combining (1) and (2) with angular
spectrum theory [23], we can obtain the light field reaching the
detection plane:

UZ1+Z2
= F−1 {F {UZ1

} ×Hd} (3)
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Fig. 2. (a) Workflow of the auto-focusing. (b-d) Results of auto-focus processing to find an accurate Z2 using USAF resolution test board. (b) Segment the
more obvious part of holographic interference superposition from the original hologram for auto-focusing; (c) sum curve for non-real image pixel after target
separation by threshold segmentation at different backpropagation distances. When Z2 is 346 µm, the maximum value is obtained, which is the focus point;
(d) backpropagation images and their threshold segmentation results at different distances taken from the backpropagation process.

HereF{} andF−1{} represent Fourier transform and inverse
transform operations respectively. At this time, the light field is
a complex field (including amplitude and phase information),
but the final light field to be recorded by the image sensor can
only record intensity information. Therefore, the final recorded
hologram is actually the intensity part Is of the final formed light
field, that is:

Is = |UZ1+Z2
|2 (4)

(2) and (4) indicate that the final hologram is an intensity map
of the superposition of object light and reference light forming
a light field. This intensity not only contains the amplitude
information of samples but also includes phase information.

D. Auto-Focusing

The object detection network of this system employs a fo-
cused hologram as its input. However, due to the 3D structure
and semi-transparent characteristics of the target sample, the
traditional automatic focusing algorithm in the field of image
processing does not perform optimally in this system. Therefore,
we propose an automatic focusing algorithm based on threshold
segmentation that takes into account the characteristics of the
target sample. The main flow of this algorithm is as follows in
Fig. 2(a). First, a rough estimation of Z2 of the imaging system is

performed. Then, backpropagation images are generated under
different Z that are taken from a neighboring range of the rough
value with a certain step, and perform threshold segmentation
processing on the images to count the sum of pixels (S) occupied
by others that are not the real part of the image. When S gets the
maximum, that Z is the accurate Z2.

We used a USAF resolution test board as a sample to test the
effectiveness of our proposed autofocus algorithm. The testing
process was as follows. We used the holographic imaging system
constructed in this paper to holographically image the USAF
resolution test board and obtain its hologram. A part of the
hologram was cropped to reduce computational complexity.
Then, we numerically back-propagated the hologram with a
2 μm increment and saved the back-propagated images within
the range of 0–600 μm. Next, we observed and obtained the
clearest image and finally compared the focal distance obtained
by our proposed autofocus algorithm with the human-confirmed
focused image’s focal distance to verify the effectiveness of our
algorithm.

Fig. 2(b)–(d) shows the experimental results using USAF
resolution test board as a sample. In Fig. 2(c), the maximum
point obtained at Z2= 346μm, and the corresponding backprop-
agation image is a focused real-image. In practice, the objects
captured by our system are generally small translucent objects
with low contrast such as blood cells and algae. Using these
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samples as the object of the auto-focusing algorithm would
be challenging to generate good results as it is difficult to
distinguish the real image by threshold segmentation. Therefore,
it is recommended to use a high-contrast, clear object (such as
USAF resolution test board) to perform the auto-focus process-
ing to obtain the accurate Z2 of this system before imaging the
experimental samples.

E. Deep Learning-Based Object Detection

Object detection is a fundamental task in computer vision
that aims to identify and locate objects of interest in an image
or video. It has many practical applications in fields such as se-
curity, surveillance, autonomous driving, medical imaging, and
robotics. The basic principle of object detection is to use a model
that can learn to recognize and localize objects from a large
amount of labeled data, and then apply the model to new images
or videos to make predictions. Deep learning-based object de-
tection models use deep neural networks as the core component
to extract features and perform classification and regression
on the input data [24]. Deep neural networks are composed
of multiple layers of artificial neurons that can learn complex
and hierarchical representations of the data through training.
Deep learning-based object detection models can achieve high
accuracy and robustness in various scenarios, but also face
challenges such as computational complexity, data imbalance,
and domain adaptation [25].

In this paper, we focus on deep learning-based object detection
methods that can be divided into two main categories: single-
stage methods and two-stage methods. Single-stage methods
predict the class and bounding box of objects from the input
image directly, while two-stage methods generate candidate
regions first and then classify and refine them. Single-stage
methods usually have faster inference speed and lower com-
putational cost than two-stage methods, but at the cost of lower
accuracy [26]. In our system, we use YOLOv5 as the object
detection network.

YOLOv5 is a single-stage deep learning object detection net-
work that has high real-time performance and low computational
cost [27]. It consists of a family of compound-scaled models
trained on the COCO dataset, and can perform detections at
three different scales with anchor boxes. It also supports various
features such as test time augmentation (TTA), model ensem-
bling, hyperparameter evolution, and export to different formats.
Compared with other object detection networks, such as Faster
R-CNN, which have slower inference speed and higher memory
consumption due to their two-stage pipeline, YOLOv5 is more
suitable for detecting cells in holograms [28]. In actual experi-
ments, the accuracy of cell detection of the model produced by
YOLOv5 training can reach more than 80%. Fig. 3 shows the
recognition detection effect of YOLOv5 on holograms.

F. Dataset Construction

The process of making a holographic dataset is as follows in
Fig. 4(a). (1) Prepare a cell solution with a suitable concen-
tration. (2) Use this system to take holographic images. (3)
Use autofocus on the holographic images to obtain focused

Fig. 3. Hologram input and prediction output of the YOLOv5 network.

Fig. 4. (a) Workflow of the dataset construction. (b) Dataset of different
sample.

holographic images. (4) Crop the focused holographic images
into 512 × 512 sub-images (the standard input for the YOLOv5
framework). The example of the sub-images dataset of different
samples is shown in Fig. 4(b). (5) Use labelImage software to
label the sub-images and generate label files.
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Fig. 5. Distribution of loss values during the training process of four object detection models. (a) and (d) Represent the distribution of loss values during the
training process of target detection models for tumor cells and microspheres, multiple types of tumor cells, red blood cells and white blood cells, mononuclear and
neutrophils.

III. EXPERIMENTS AND RESULTS

Fig. 5 shows the trend of loss values with training batches
(Epoch) in the training process of four target detection models.
The loss distribution in the model training process is an im-
portant parameter to judge the quality of the model. The loss
value curves of the three dimensions of position box (Box),
target detection (Objectness), and classification (Classification)
of the four models in the figure eventually tend to be flat, which
indicates that the four models in this experiment are convergent.

The loss distribution of the three dimensions of the four
models roughly converges after 100 Epochs, which indicates
that the model does not show overfitting. For target detection,
the evaluation criteria of the loss values of the three dimensions
are inconsistent. Generally, it is considered that the convergence
value of classification loss at 10−3 level is better, and the standard
of position box and target detection is 10−2 level. The classifi-
cation loss values of the four models in the figure eventually
tend to 10−3 level, and the loss convergence values of position
box and target detection tend to 10−2 level. Generally speaking,
YOLOv5 has a fast loss reduction speed and a small loss value for
target recognition training of four holographic datasets, which
indicates that this framework has a better feature extraction and
detection effect on this holographic cell dataset.

Fig. 6 shows the results of four groups of target detection
experiments, which are: tumor cells and 15 μm polystyrene

microspheres, various tumor cells, red blood cells and white
blood cells, and mononuclear and neutrophils.

Group A demonstrates that the model can detect microspheres
and cells with F1 scores of 92.1% and 81.4%, respectively, in
the test set. This indicates that the model can recognize the
biological features of tumor cells that distinguish them from
microspheres, such as translucency and nucleus. The overall
accuracy of the model is 77.6%, which verifies the ability of
the YOLOv5 target detection network to extract and recognize
features from cell holographic images. Group B shows that the
model can recognize Caki and SW480 cells with F1 scores of
88.7% and 89.9%, respectively, which are higher than the F1
score of 85% for A2780 cells. This suggests that the model has
a relatively consistent recognition ability for the three types of
cells and a higher overall accuracy (80.1%) than group A. Group
C reveals that the model can detect red blood cells and white
blood cells with F1 scores of 83.7% and 88.6%, respectively,
indicating a stronger detection ability for white blood cells than
red blood cells. The lower F1 score for red blood cells may be due
to their cake-like shape, which causes a large variation in plane
shape at different angles and leads to some side-exposed red
blood cells being classified as background. The overall accuracy
of the model is 78.1%, which verifies the system’s detection
ability for basic human health indicators. Group D exhibits
superior performance in all evaluation metrics in both validation
set and test set. In the test set, the model achieves an accuracy of
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Fig. 6. Result of detection experiment. (a) and (d) Represent the test set result of tumor cell and microspheres, multiple types of tumor cells, red blood cells and
white blood cells, mononuclear and neutrophils. Every group contains confusion matrix, precision, recall, accuracy and F1 score.

TABLE I
DIFFERENT EFFECTS OF FOCUSED HOLOGRAM AND RAW HOLOGRAM AS INPUT

FOR YOLOV5

88.0% and F1 scores of 93.6% and 93.2% for single-nucleated
cells and neutrophils, respectively. These results suggest that the
model has a good detection ability for white blood cell subtypes.

The detection of white blood cell subtypes (group D) is of
great significance for this system. The distribution (proportion
and quantity) of white blood cell subtypes can reflect various
physiological information (diseases, health status, etc.) of the
human body [29]. The proposed system is a miniaturized in-
telligent cell detection system based on lensless holographic
imaging, which has the advantages of simplicity, portability,
easy operation and detection of white blood cell subtypes. This
system can be an important tool for instant intelligent medical
diagnosis in medically deficient areas.

In this paper, we use the focused holographic images as the
direct input of the deep learning recognition network, instead of
the reconstructed images after holography that are commonly
used in traditional cell detection systems based on lensless
holographic imaging technology (Table I shows the effect of
focused hologram). This avoids the computationally intensive
image reconstruction process in the lensless holographic imag-
ing system. The image information is not increased by the
reconstruction process, and the classification ability of the target
detection network mainly depends on whether the input images
have enough information to distinguish different types of holo-
graphic cell images. The average accuracy of the four groups

of target detection experiments in this section is 80.9%, which
may be attributed to two factors: 1) some faint outline circular
images in the hologram (cells at other heights outside the focus
point mapped to the current focus point) are recognized by the
network model as cells, but they are labeled as background in the
manually annotated datasets; 2) the information of holographic
images formed under current imaging conditions is insufficient.

IV. CONCLUSION

In this paper, we proposed a miniaturized and intelligent
lensless holographic imaging system with auto-focusing and
deep learning-based object detection for label-free cell classi-
fication. The system uses a simple and portable structure to
image unstained cell samples in solution and employs a threshold
segmentation-based auto-focusing algorithm to obtain focused
holographic images. We also used a deep learning object de-
tection network (YOLOv5) to classify different types of cells
from the focused holographic images. We demonstrated the
system’s performance on four cell detection tasks: tumor cells vs
polystyrene microspheres, different tumor cells, red blood cells
vs white blood cells, and white blood cell subtypes. The system
achieved 80.9% average accuracy in the four test groups, with
label-free, portable, intelligent, and fast cell detection capabili-
ties. It has potential applications in miniaturized cell detection
field.

The main contributions and innovations of this paper are as
follows:
� We proposed a smart cell detection system based on lens-

less holographic imaging and deep learning, which can
overcome the limitations of conventional methods such
as optical microscopy and flow cytometry in terms of
field-of-view, throughput, cost, size and operation.

� We proposed an automatic focusing algorithm based on
threshold segmentation that is suitable for the characteris-
tics of the cell samples in our system. The algorithm can
determine the optimal focusing distance for each imaging
session and obtain focused holographic images.

� We used the YOLOv5 framework to train and test four
holographic cell datasets that we constructed. The datasets
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contain about 2 × 104/mL cell samples of different types
and sizes. The YOLOv5 framework can directly locate
and detect targets on the entire image, which can be well
combined with lensless holographic imaging with a large
field of view.

� We evaluated the performance of our system on four cell
detection tasks and obtained high-accuracy results. The
system can recognize the biological features of different
types of cells, such as translucency, nucleus, shape, and
size. The system can also detect white blood cell subtypes,
which is of great significance for instant intelligent medical
diagnosis.

ACKNOWLEDGMENT

Authors acknowledge the support from Prof. Shuqi Wang and
Prof. Ben Wang’s groups at the School of Medicine Translational
Medicine Institute, Zhejiang University, for providing biological
samples.

REFERENCES

[1] T. Falk et al., “U-Net: Deep learning for cell counting, detection, and
morphometry,” Nature Methods, vol. 16, no. 1, pp. 67–70, 2019.

[2] L. W. Chen, Y. Zhou, R. Zhou, and M. H. Hong, “Microsphere–toward fu-
ture of optical microscopes,” Iscience, vol. 23, no. 6, 2020, Art. no. 101211.

[3] S. M. Manohar, P. C. Shah, and A. Nair, “Flow cytometry: Principles,
applications and recent advances,” Bioanalysis, vol. 13, no. 3, pp. 181–198,
2021.

[4] W. P. Geng et al., “An ultra-compact acoustofluidic device based on
the narrow-path travelling surface acoustic wave (np-TSAW) for label-
free isolation of living circulating tumor cells,” Analytica Chimica Acta,
vol. 1255, 2023, Art. no. 341138.

[5] L. A. García-Hernández et al., “Optical detection of cancer cells using
lab-on-a-chip,” Biosensors-Basel, vol. 13, no. 4, 2023, Art. no. 439.

[6] V. Boominathan, J. T. Robinson, L. Waller, and A. Veeraraghavan, “Recent
advances in lensless imaging,” Optica, vol. 9, no. 1, pp. 1–16, 2022.

[7] Y. P. Yang et al., “Blood quality evaluation via on-chip classification of cell
morphology using a deep learning algorithm,” Lab Chip, vol. 23, no. 8,
pp. 2113–2121, 2023.

[8] X. W. Huang et al., “Machine learning based single-frame super-resolution
processing for lensless blood cell counting,” Sensors, vol. 16, no. 11, 2016,
Art. no. 1836.

[9] A. C. Sobieranski et al., “Portable lensless wide-field microscopy imaging
platform based on digital inline holography and multi-frame pixel super-
resolution,” Light-Sci. Appl., vol. 4, 2015, Art. no. e346.

[10] M. Roy, G. Jin, D. Seo, M. H. Nam, and S. Seo, “A simple and low-
cost device performing blood cell counting based on lens-free shadow
imaging technique,” Sensors Actuators B-Chem., vol. 201, pp. 321–328,
2014.

[11] A. F. Coskun, I. Sencan, T. W. Su, and A. Ozcan, “Lensfree fluorescent
on-chip imaging of transgenic caenorhabditis elegans over an ultra-wide
field-of-view,” PLoS One, vol. 6, no. 1, 2011, Art. no. e15955.

[12] A. F. Coskun, I. Sencan, T. W. Su, and A. Ozcan, “Wide-field lensless
fluorescent microscopy using a tapered fiber-optic faceplate on a chip,”
Analyst, vol. 136, no. 17, pp. 3512–3518, 2011.

[13] A. Shanmugam and C. Salthouse, “Lensless fluorescence imaging with
height calculation,” Proc. SPIE, vol. 19, no. 1, 2014, Art. no. 016002.

[14] D. Tseng et al., “Lensfree microscopy on a cellphone,” Lab Chip, vol. 10,
no. 14, pp. 1787–1792, 2010.

[15] S. O. Isikman et al., “Lensfree computational microscopy tools for cell
and tissue imaging at the point-of-care and in low-resource settings,” Stud.
Health Technol. Inform., vol. 185, pp. 299–323, 2013.

[16] S. O. Isikman, W. Bishara, U. Sikora, O. Yaglidere, J. Yeah, and A. Ozcan,
“Field-portable lensfree tomographic microscope,” Lab Chip, vol. 11,
no. 13, pp. 2222–2230, 2011.

[17] Z. M. Tian, Z. Ming, A. B. Qi, F. Q. Li, X. N. Yu, and Y. X. Song,
“Lensless computational imaging with a hybrid framework of holographic
propagation and deep learning,” Opt. Lett., vol. 47, no. 17, pp. 4283–4286,
2022.

[18] M. Montoya et al., “FocusNET: An autofocusing learning -based model
for digital lensless holographic microscopy,” Opt. Lasers Eng., vol. 165,
2023, Art. no. 107546.

[19] Y. Rivenson, Y. B. Zhang, H. Günaydin, D. Teng, and A. Ozcan, “Phase
recovery and holographic image reconstruction using deep learning in
neural networks,” Light-Sci. Appl., vol. 7, 2018, Art. no. 17141.

[20] D. Vercruysse et al., “Three-part differential of unlabeled leukocytes with
a compact lens-free imaging flow cytometer,” Lab Chip, vol. 15, no. 4,
pp. 1123–1132, 2015.

[21] O. Mudanyali et al., “Compact, light-weight and cost-effective microscope
based on lensless incoherent holography for telemedicine applications,”
Lab Chip, vol. 10, no. 11, pp. 1417–1428, 2010.

[22] A. Ozcan and E. McLeod, “Lensless imaging and sensing,” Annu. Rev.
Biomed. Eng., vol. 18, pp. 77–102, 2016.

[23] A. Aiello, “Field theory of monochromatic optical beams: I. Classical
fields,” J. Opt., vol. 22, no. 1, 2020, Art. no. 014001.

[24] A. B. Amjoud and M. Amrouch, “Object detection using deep learn-
ing, CNNs and vision transformers: A review,” IEEE Access, vol. 11,
pp. 35479–35516, 2023.

[25] T. Diwan, G. Anirudh, and J. V. Tembhurne, “Object detection using
YOLO: Challenges, architectural successors, datasets and applications,”
Multimedia Tools Appl., vol. 82, no. 6, pp. 9243–9275, 2023.

[26] Z.-Q. Zhao, P. Zheng, S.-T. Xu, and X. D. Wu, “Object detection with
deep learning: A review,” IEEE Trans. Neural Netw. Learn. Syst., vol. 30,
no. 11, pp. 3212–3232, Nov. 2019.

[27] F. I. F. Escobar, J. R. T. Alipo-on, J. L. U. Novia, M. J. T. Tan, H. A. Karim,
and N. AlDahoul, “Automated counting of white blood cells in thin blood
smear images,” Comput. Elect. Eng., vol. 108, 2023, Art. no. 108710.

[28] M. Karthi, V. Muthulakshmi, R. Priscilla, P. Praveen, and K. Vanisri, “Evo-
lution of YOLO-V5 algorithm for object detection: Automated detection
of library books and performace validation of dataset,” in Proc. IEEE Int.
Conf. Innov. Comput., Intell. Commun. Smart Elect. Syst., 2021, pp. 1–6.

[29] N. Praveen, N. S. Punn, S. K. Sonbhadra, S. Agarwal, M. Syafrullah, and K.
Adiyarta, “White blood cell subtype detection and classification,” in Proc.
IEEE 8th Int. Conf. Elect. Eng., Comput. Sci. Inform., 2021, pp. 203–207.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


