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Abstract—We developed an optical neural network (ONN) for
efficient processing and recognition of 2-dimensional (2D) images,
employing a conventional liquid crystal display panel as optical
neurons and synapses. This configuration allowed for optical sig-
nal outputs proportional to matrix-vector multiplication for 2D
image inputs. However, our experimental results revealed a 26.6%
decrease in the optical classification accuracy, despite utilizing
digitally pre-trained parameters with 100% accuracy for 500 hand-
written digits. This decline can be attributed to system imperfec-
tions associated with non-ideal functions of optical components and
optical alignment. Rather than pursuing an elusive, imperfection-
free ONN or attempting to calibrate these defects individually, we
addressed these challenges by introducing a self-correction mech-
anism that utilizes a machine learning algorithm. This approach
effectively restored the recognition accuracy and minimized loss of
our ONN to levels comparable to the digitally pre-trained model.
This study underscores the potential of constructing defect-tolerant
hardware in ONNs through the application of machine learning
techniques.

Index Terms—Hardware imperfections, matrix-vector multi-
plication (MVM), optical neural networks (ONNs), recognition
accuracy, self-correction approach, training algorithm.

I. INTRODUCTION

ARTIFICIAL neural networks (ANNs) have been developed
to emulate the efficient information processing capabilities

of biological neural networks (BNNs). However, traditional
computer systems based on the Von Neumann architecture [1],
[2], with separate central processing units (CPUs) and memories,
face limitations in parallel neuromorphic data processing. To
overcome these limitations, hardware solutions such as graphics
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processing units (GPUs) and field programmable gate arrays
(FPGAs) have been incorporated into neuromorphic computing
[3], [4]. [5], [6]. Additionally, hardware-implemented neural
networks using devices like memristor crossbar arrays [7],
[8], [9] and transistor-based memory arrays [10], [11], [12]
have demonstrated energy-efficient computations in neural al-
gorithms. However, electronic systems have inherent limitations
such as nonlinear potentiation/depression characteristics and
small differences in memory conduction states [13]. The issues
of electronic interconnections and crosstalk interference further
restrict the construction of high-density neuromorphic networks
comparable to BNNs [14], [15].

In contrast, optical neural networks (ONNs) have emerged as
an alternative solution for implementing neuromorphic compu-
tations using optical signals. ONNs offer advantages in terms
of processing speed, energy efficiency, and low heat generation
compared to their electronic counterparts [16], [17], [18], [19].
Leveraging the parallel processing capabilities of optical com-
ponents, ONNs enable fast and simultaneous computations on
large amounts of data [20], [21]. The use of optical rays with
multiple wavelengths allows for parallel transmission in free
space with minimal interference. This hardware could offer an
effective solution for implementing various deep learning mod-
els, including transformers [22], convolutional neural networks
(CNNs) [23], and spiking neural networks (SNNs) [24], to meet
their computational demands across a range of applications.

II. BACKGROUND AND RELATED WORKS

Recent advancements in ONNs have demonstrated fast
and energy-efficient computations, achieving vector computing
speeds of 11 trillion operations per second (TOPS) [25] and
energy efficiency up to 2.5 × 10−19 J per weight multiplication
[17]. To achieve high computation power and accuracy, many
ONN implementations import digitally pre-trained parameters
and utilize sophisticated components and systems [17], [20],
[25], [26]. However, the integration of optic-to-electronic and
electronic-to-optic conversions, modulation, and optical cou-
pling in ONNs introduces potential challenges in terms of non-
ideal operations and noise generation [27]. These factors can
result in reduced system performance and computation accu-
racy. Despite efforts to minimize these imperfections, achieving
imperfection-free hardware remains a challenge. The individual
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calibration of these imperfections demands additional digital
computations, eroding the inherent advantages of analog com-
putations in ONNs. Additionally, the majority of experimental
validations of ONN performance have been confined to assess-
ing system accuracy solely during the optical feed forward (i.e.,
forward propagation), with few notable exceptions [28]. This
constraint arises from the incapacity to effectively leverage pre-
viously computed information in the current stage, potentially
impeding the learning of diverse patterns. In contrast, the human
visual system, despite its inherent diversity and irregularity,
outperforms artificial machines in the perception and recogni-
tion of diverse and irregular images directly collected from the
environment.

In this study, we developed an ONN that emulates the effi-
cient processing and recognition of 2-dimensional (2D) images,
inspired by the human visual system. Instead of pursuing a
completely imperfection-free ONN, we chose to implement the
ONN hardware using readily available and cost-effective optical
components. The RGB color pixel array in conventional liquid
crystal display (LCD) technology served as our optical neurons
and synapses, facilitating optical signal outputs proportionate
to matrix-vector multiplication for 2D image inputs. The RGB
color pixel array allows independent computation for each color
signal. For clarity, this means that computations can be per-
formed separately for each color channel. Notably, we harnessed
this capability to represent both positive and negative weights
simultaneously. During the evaluation of our ONN, utilizing dig-
itally pre-trained parameters for 500 MNIST (Modified National
Institute of Standards and Technology) [29] handwritten digits,
we observed a decrease in recognition accuracy by 20–30%. This
decrease can be attributed to system imperfections associated
with non-ideal functions of optical components and optical
alignment. However, by applying our self-correction approach
that leverages a machine learning algorithm, we compensated
for any hardware deficiencies so that our ONN can restore the
recognition accuracy and loss of our ONN to levels compa-
rable to the digitally pre-trained model. This study highlights
the potential of constructing defect-tolerant hardware using a
machine learning algorithm inspired by biological acclimation
and adaptation processes.

III. METHODS

A. Principle of ONN

Fig. 1(a) illustrates the operational scheme of a single-layer
perceptron in our ONN system designed for the classification of
MNIST handwritten digits among 10 categories (0, 1, 2, …, 9)
[19], [30]. The input vector (Xi) and synaptic weights (Wij) are
represented as 2D pixel arrays, where i and j denote the order of
each element among 784 pixels (i.e., 28 × 28) and the order of
each class (j = 0, 1, 2, …, 9) of output nodes, respectively.

The input image generated by beam projector (1st plane) is
projected onto the LCD plane (2nd plane), where the transmit-
tance of each pixel is set proportionally to its corresponding Wij

value. The pixels of Xi and Wij overlap in a one-to-one cor-
respondence, allowing the transmitted light intensities of each
pixel (Iij) to be proportional to Xi×Wij (Fig. S1). This results in
optical signals undergoing scalar multiplications between each

element of the input image and its corresponding weight. We
also employed a white dot and bias Bj in the input and weight
planes, respectively, to introduce an offset and enable the model
to be more flexible. These were treated as the last element of the
pixels (referred to as X785 and W785j here after). Finally, optical
MVMs are implemented by focusing the image outputs on fine
points and detecting the intensities of the focused beams for the
10 classes of Wij in parallel [31], [32].

B. ONN Hardware

We implemented the ONN hardware, as shown in Fig. 1(b),
utilizing commercially available affordable components such
as a beam projector and an LCD panel (see Supplement for
additional details). These components were used to generate
MNIST handwritten digit images and electronically updateable
weights, corresponding to the 1st and 2nd planes in Fig. 1(a),
respectively. The pixel values (Xi and Wij) of both the beam
projector and LCD are expressed with an 8-bit color depth,
consisting of subpixel color indices (R, G, B) [33]. Each color
index (R, G, and B) defines the intensity of red, green, and
blue colors, respectively, with values ranging from 0 to 255.
For monochromatic image recognition, one color channel is
sufficient. However, since our system, based on incoherent light,
cannot represent negative values for weights, we used red and
blue colors to denote positive and negative signs of weights.
Specially, unlike conventional digital neural networks where
weight values typically range from -1 to 1, we normalized the
weights to integer values within the range of –255 to 255. This
allowed us to represent the weights directly using color indices,
such that a Wij value of 255 and –255 is expressed as (255, 0,
0) and (0, 0, 255) respectively.

After modulation of the input light by the LCD, the optical
signals were focused by a lens onto an optical fiber to measure
the intensities of red and blue light, IjR and IjB, respectively.
Their difference Ij is assumed to be proportional to the true
MVM outputs Oj:

Ij = IRj − IBj (1)

Oj =

785∑

i=1

Xi · Wij = α Ij. (2)

whereα (0.02) is employed to ensure comparability between the
Ij values and the digital MVM outputs. Representative spectra
and outputs achieved from a specific handwritten image (the 78th

digit from the MNIST training dataset) are shown in Fig. 1(c).
Based on these measurements, our system infers the image input
as the digit ‘1’ since the signal output I1 (or O1) is the highest
among the 10 classes.

C. Digital Training and Optical Training

To obtain the weight and bias parameters for our ONN, we de-
veloped a single-layer neural network using LabVIEW (Fig. 2).
As comparable to the conventional ‘backward propagation of
errors’, the training algorithm for our ONN system involves Data
loading, Training Loop, and End processes, as detailed follows:

[Data Loading]
� MNIST data (training data, N) is loaded from .csv files.
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Fig. 1. (a) Operational scheme of a single-layer perceptron in the ONN system for MNIST handwritten digit classification. The input image in the first plane is
projected onto a second plane, where the transmittance of each pixel corresponds to its weight value. Optical signals undergo scalar multiplications between the
input image pixels and their corresponding weights, generating multiple 2D image outputs. Optical MVMs are implemented by focusing the image outputs and
detecting the intensities of the focused beams. (b) Schematic (top) and photo image (bottom) of the hardware implementation of ONN. (c) Representative spectra
and optically measured outputs Ij for the 78th MNIST handwritten image from training dataset for 10 classes (left and center panel). The outputs Yj of the softmax
function converted from the Ij (right panel). The optical measurement results and corresponding outputs for class “1” are highlighted in yellow. (d) Operational
scheme of a conventional neural network system.

� Features and labels are extracted, converting 1D arrays of
each image into 2D arrays.

� Labels undergo one-hot encoding.
� Weights are initialized.
[Training Loop]
� Feed-forward (MVM operation): Performs digital/optical

MVM operation to compute the weighted sum
(Oj(n)/Ij(n)).

� Calculate Loss: Applies softmax activation to generate
output probabilities and computes the loss.

� Calculate Loss Gradient: Computes the loss gradient with
respect to the weights of the network.

� Weight Update: Repeats the feed-forward and loss gradient
calculation steps for N training data. Updates weights, it-
erating through epochs until accuracy exceeds target level.

� Return Accuracy and Loss: Returns the computed accuracy
and loss for monitoring training progress.

[End]
� Shuts down the system.
1) Digital Training: In the data loading step, the network

received input data comprising 500 handwritten digit images
from the MNIST training dataset and initial weight values.
For the digital training phase, weights were randomly assigned
within the range of −255 to 255, after which they were fed into
the network.

In the training loop, an iterative process involving feed-
forward, loss calculation, loss gradient calculation, and weight
update are employed. During feed-forward in the digital training
phase, the network computed the MVM outputs Oj(n) for the nth

input image. These outputs were then used to compute Yj(n),
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Fig. 2. Schematic illustrating the Digital and Optical Training Procedures. Our ONN system operates through a sequence of steps, including data loading,
the Training Loop, and the end process. The weight parameters were initially randomly assigned and then optimized using the digital training process. These
parameters were subsequently fed into the ONN system and further updated through optical training (i.e., the machine learning-based self-correction process)
designed to address and compensate for hardware imperfections in our ONN. The Training Loop (gray box) is initiated with a feed-forward employing Matrix-Vector
Multiplication (MVM) to calculate weighted sums. Subsequently, it calculates losses and loss gradients, traversing backward through the network. The averaged loss
gradients for N inputs were employed to update weights, thereby facilitating a training process aimed at minimizing loss and maximizing classification accuracy.

which represents the output of the softmax function and is
expressed as:

Yj (n) =
exp [Oj (n)]∑10

j = 1 exp [Oj (n)]
(3)

The loss δj(n) of jth class was then computed using:

δj (n) = Yj (n)− Tj (n) (4)

where Tj(n) represents the target value for each input digit
image.

Our training algorithm employed the cross-entropy error
loss function [34], denoted as E(n), to iteratively optimize the
weights and minimize the loss, thereby enabling the model to
generate accurate outputs for given inputs. The E(n) is defined
as:

E (n) = −
10∑

j = 1

[Tj (n) · lnYj (n)] (5)

To calculate the delta-rule weight increment, we leveraged the
gradient of the loss with respect to Wij, which can be computed
as:

∂E (n)

∂Wij
= δj (n) ·Xi (n) (6)

After repeating the feed-forward and loss gradient calculation
steps for N training data, we calculate the average loss gradient
∂E
∂Wij

for N inputs:

∂E

∂Wij
= δj · Xi (7)

where δj and Xi are the averages of δj(n) and Xi(n) for N inputs.
From the averaged loss gradient, the weights are adjusted using

the following equation:

Wij ←Wij +ΔWij (8)

where

ΔWij = −η · ∂E

∂Wij
(9)

Here, η represents the training rate. In our ONN system, η was set
to 2, which is approximately two orders of magnitude larger than
in a conventional digital training model [4], [35]. This choice was
made due to the normalization of weights within the range of+/-
255 in our ONN system, which is also two orders of magnitude
larger than the weights in a conventional digital training model.
This process was repeated for multiple iterations (epochs) until
a satisfactory level of accuracy was attained.

2) Optical Training (Correction of Hardware Imperfections):
The ONN operation program employed algorithms similar to
the digital neural network, differing only in the import of
weight parameters and the implementation of MVM during
the feed-forward stage (Fig. 2, indicated by blue broken lines).
The weight parameters, pre-trained through the digital training
process described above, were exported to our LCD synaptic
layer in the ONN hardware.

In the feed-forward stage, the ONN hardware conducted
optical MVM operations by measuring the Ij value for each
class, as described in the previous Section B. Similar to digital
training, the outputs of the softmax functions Yj were computed
from the optically measured outputs (1)–(3), as typical example
is illustrated in the left panel in Fig. 1(c).

IV. RESULTS AND DISCUSSION

The basic operation principle of our ONN is analogous to
the Stanford-Vector-Multiplier architectures [31], but it is more
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Fig. 3. Non-ideal performance and imperfections in the ONN System. (a) Non-linear behavior of light transmittance through the LCD pixels. (b) Non-uniform
beam collection observed during fiber coupling. The plots in the top panels depict line profiles along the white dashed line in the images of the red and blue beams,
respectively. The RGB indices of the single-pixel beams from the beam projector in (a) and (b) were set to (255, 0, 255) for both cases.

efficient for image recognition. In conventional neural networks,
as shown in Fig. 1(d), 2D image inputs are converted to a 1D
array and delivered to input nodes for subsequent signal process-
ing and transfer to the output nodes. However, implementing
conventional neural networks in hardware using 1D arrays for
input nodes faces challenges as the number of input neurons
increases. This results in increased system complexity. In this
regard, our ONN architecture has an advantage in that 2D images
can be directly imported without flattening the image or estab-
lishing individual wirings corresponding to the total number of
pixels [19], [30], [36], [37]. Additionally, diverse wavelengths
of light rays can be exploited as independent signals. In this
case, different colors were employed to represent positive and
negative signs of weights, as explained in Section III-B.

To assess the performance of our ONN, we selected an initial
set of 500 samples from the MNIST training dataset, which
comprises a total of 60000 samples. We created a digital model
with a single fully connected layer, analogous to our ONN,
and optimized the weights using a standard training algorithm
(see Section III-C.1 and III-C.2 for more details). The training
process for our digital model was continued until it achieved
100% classification accuracy specifically for the selected 500
samples.

After obtaining the digitally trained parameters, we imported
them into our ONN hardware and conducted experimental
classification using the same set of MNIST digits. However,
our optical classification test yielded results that significantly
deviated from the expected outcomes based on simulations. In
fact, the classification accuracy in our optical test decreased
by approximately 26.6% compared to the performance of the

digital model [Fig. 4(a) and (b)], despite our dedicated efforts to
minimize errors.

To investigate the reasons behind the observed discrepancy
between the digital and optical tests, we examined the non-ideal
performance of the components in our ONN. The analysis
revealed several imperfections within the system. First, the light
intensities of the input image from the beam projector were
not linearly proportional to the target values of Xi and also
varied depending on the color, as illustrated in Fig. S2. While we
attempted to digitally compensate for the intensity differences
between red and blue lights (by reducing the red input values
by a factor of 2.3), the nonlinearities and offsets still persisted.
Second, the light transmission through each pixel of the LCD
varied non-linearly with the weight values represented by the
R and B color indices of the LCD. In Fig. 3(a), we plotted
the measurement results of transmitted light intensities for a
single-pixel beam with an RGB index of (255, 0, 255) from
the beam projector. It was noted that the transmitted intensities
barely changed when the R and B indices were set below
approximately 50, and gradually increased as the RGB values
were further incremented. Third, we discovered non-uniform
beam collection related to fiber coupling for both the red and
blue beams. Despite our efforts in beam alignment, we observed
that the beam at the core region exhibited approximately 1.3 to
1.5 times higher intensity compared to the beam at the edge
region for both the red and blue beams [Fig. 3(b)].

Instead of rectifying the inherent hardware imperfections or
substituting the existing components with faultless counterparts,
we have devised a machine learning-based training algorithm
to address and compensate for these imperfections, utilizing
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Fig. 4. Evaluation and analysis of the machine learning-based self-correction process. (a) Classification accuracy (left) and loss (right) during training epochs
for subsets of 100, 200, and 500 handwritten digit images from the MNIST training dataset. (b) Confusion matrices illustrating the relationship between predicted
classes and actual classes for the classification of 500 handwritten digits before and after the self-correction process. (c) 2D plots of the weights before (left) and
after (center) self-correction, accompanied by their differences (right), for classes “0” and “1”. The dots in the lower right corners correspond to the biases (or the
last elements of weights, W785j). (d) Histogram showcasing the distributions of weights before (left) and after (center) the self-correction process, along with their
differences (right), for classes “0” and “1”. In (b)–(d), the data labeled as “Digitally Trained” are obtained via optical feed-forward (i.e., optical MVM) operations
employing the digitally pre-trained weights and biases. Digital pre-training was performed over 500 training datasets until the classification accuracy for the entire
dataset reached 1 (after 45 iterative epochs). The data labeled as “Self-Corrected” are acquired after 59 epochs of optical training (self-correction) process, starting
from the digitally pre-trained weights.

the algorithm described in the Section III-C.1 and III-C.2 (also
refer to Fig. 2). As a result of iterative self-correction based
on optical measurements, the classification accuracy of our
system gradually improved. Notably, when subjected to testing
with 100 and 200 handwritten digits, perfect classification (i.e.,
accuracy of 1) was achieved after 11 and 18 update epochs,
respectively [Fig. 4(a)]. In pursuit of a more challenging bench-
mark, we extended our evaluation to include the Fashion MNIST
dataset. Despite the heightened challenge posed by Fashion
MNIST, particularly for our single-layer neural networks, our
ONN system overcome hardware imperfections after training
via our self-correction approach, restoring accuracy from 40%
to 83% after 79 iterative epochs. We anticipate that upgrading
our system to DNNs could potentially enhance its performance
(Fig. S3).

While larger training sets required more iterations, optimal
classification was primarily accomplished within 60 epochs for
training sets containing fewer than 500 samples. For instance, a
recognition accuracy of 100% was attained for 500 handwritten
digits after 58 epochs. Throughout the training process, our ONN
system effectively adjusted the weights to minimize the loss
value, resulting in improved prediction accuracy. Consequently,

the loss attributed to optical measurement errors exhibited a
decrease of approximately three orders of magnitude as the
accuracy approached 1. It should be noted that evaluation of
our hardware performance focused solely on the training set
consisting of 500 handwritten digits, rather than utilizing the
MNIST test set. While achieving a classification accuracy above
∼0.93 for the MNIST test set is feasible even with a single-layer
perceptron model, the experimental implementation of our ONN
is limited by suboptimal operating speed, thereby constraining
its training capabilities to a level comparable to that of a digital
neural network.

The confusion matrices in Fig. 4(b) depict the relationship
between predicted classes and actual classes for the classifi-
cation of 500 handwritten digits. Initially, when the weights
were trained digitally, frequent misclassifications occurred, such
as ‘9’ being mistaken for ‘4’ and ‘3’ being mistaken for ‘2’
[Fig. 4(b), left panel]. These incorrect predictions were likely
due to the similarities in shape between the digits. However, after
updating the weights to compensate for hardware imperfections,
our ONN was able to accurately classify all 500 test digits from
‘0’ to ‘9’ [Fig. 4(b), right panel]. Fig. 4(c) illustrates 2D plots
of the weights for classes ‘0’ and ‘1’ before (left panel) and
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after (center panel) the self-correction process. Additionally, it
presents the overall change in the weights. Similar plots are
shown for other classes in Fig. S4. The corresponding histograms
of these weight distributions are depicted in Fig. 4(d) and Fig. S5,
which represent the fine adjustment process for system errors.
It is evident that the magnitude of weight changes follows a
Gaussian distribution with a standard deviation of approximately
23. A similar tendency was observed for most other classes.
These findings suggest that slight changes in the weights can
effectively eliminate hardware imperfections, leading to a nearly
1000-fold decrease in loss. In our implementation of the ONN,
we initially utilized only a small portion of the display. However,
the potential for achieving higher throughput is substantial and
can be realized by (1) increasing the number of input neurons
(Xi) and (2) performing parallel operations for multiple classes
(Wj). Recent studies [30] exploring the use of megapixels of op-
tical components suggest the potential for enhanced throughput,
reaching up to 1 million multiply–accumulate (MAC) per elec-
tronic clock cycle (∼petaMAC/s). The incorporation of state-
of-the-art high-speed photodetector arrays [37] could potentially
push this throughput even higher. In addition, while we used only
red and blue color pixels to represent sign in weights in this study,
employing the entire RGB color pixel array allows for more
independent computation for each color signal, thereby further
improving computation power. In terms of energy efficiency,
the use of LCD has some limitations due to the energy cost
associated with refreshing the LCD pixels and high optical
loss during light transmission (∼95% optical loss). Strategies
such as employing fixed or static weights, including optical
phase change materials [38] or photochromic materials, and/or
high-speed optical sources [39], present promising approaches
to potentially approach the theoretical quantum limit, set by shot
noise[16], [19].

V. CONCLUSION

We have presented the development and evaluation of an
ONN using inexpensive components that emulates the efficient
processing and recognition capabilities of the human visual
system. Our ONN system incorporates a self-correction mech-
anism that leverages a machine learning algorithm to address
the inherent imperfections of the hardware. By incorporating a
self-correction mechanism that leverages machine learning, we
address hardware imperfections. Despite a 20–30% decrease in
recognition accuracy caused by optical alignment and non-ideal
functions of components, our self-correction approach restores
accuracy to levels comparable to pre-trained models. This study
highlights the potential of using machine learning for defect-
tolerant hardware in optical neural networks, enhancing per-
formance and reliability for image processing and recognition
systems. Furthermore, we anticipate a substantial increase in
throughput by harnessing most RGB pixels for computation,
taking advantage of the high resolution of the display. This
suggests a significant improvement in throughput at a larger
scale, highlighting the scalability and potential performance en-
hancements of our ONN architecture in real-world applications.
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