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Artifact Removal in Long-Range Single Photon
LiDAR via Waveforms-Guided Depth
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Abstract—Single-photon light detection and ranging (LiDAR)
has widespread applications due to the ultra-high sensitivity of
the single-photon detector. However, the reconstruction has been
plagued by multiple types of noise caused by crosstalk, dark
counts, and background light. Artifacts produced by crosstalk are
particularly difficult to distinguish directly from the signal for
single photon avalanche diode (SPAD) array detector. This work
proposes a waveforms-guided depth image estimation method to
remove the signal artifacts effectively. Experiments show that a
region of interest recognition ratio of 1.02 is achieved at 4.2 km.
The study demonstrates that this waveform-guided method has
excellent potential for accurate target recognition in a long range.

Index Terms—Single-photon LiDAR, depth imaging, artifact
removal, d-ToF.

I. INTRODUCTION

S INGLE-PHOTON light detection and ranging (LiDAR) is
a type of three-dimensional imaging LiDAR based on the

principle of direct Time-of-Flight (d-ToF) of light with single-
photon sensitivity which plays a key role in target tracking,
medium-altitude mapping, and autonomous vehicle [1], [2],
[3]. For a long time, how to suppress background noises with
extremely low light level is the main problem of single-photon
LiDAR (SPL) research. Recently, imaging under many unfavor-
able conditions, for example, atmospheric obscurant [4], fog [5],
and underwater [6], has been explored and refined. Moreover,
long-range imaging up to 200 km has been achieved due to the
excellent imaging algorithms and system design [7]. The key
problem of limiting detection distance is that the long-range echo
signal reflected by the target is weak and mixed with the noise.

One approach is to optimize the system design such as
adopting a narrow-band filter, adjusting the clear aperture, and
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adaptive gating detection to reduce noise as much as possible [7],
[8], [9]. Besides, numerous photon-efficient imaging algorithms
have been developed to take full advantage of the weak echo
signal in addition to utilizing the system design. A classical
algorithm based on penalized maximum likelihood estimation
(PMLE) has been proposed by Kirmani et al. in 2014 [10]. Then
a three-step procedure including reflectivity estimation, ambient
noise censoring, and 3D estimation is adopted to obtain the depth
image profile with a signal level of ∼1 photon per pixel (PPP).
This approach takes full advantage of the sparse prior knowledge
of the depth image. The core idea, PMLE, has been widely
applied in the depth image recovery algorithms afterward [11],
[12], [13]. Besides, the Bayesian approach has been introduced
to adopt the prior knowledge about the interest [14], [15], [16].
It provides good estimates, but the computation time is longer
compared with the previous PMLE.

The artifact noise is defined as a type of noise that accom-
panies the signal and is caused by multiple scattering of the
signal or crosstalk of the detector arrays. Both the special system
design and the photon efficiency imaging algorithm need to
accumulate multiple pulses to improve the signal-to-noise ratio.
The artifact noise is also accumulated as the signal is accumu-
lated. Photon-efficient imaging algorithms achieve outstanding
recovery accuracy in the photon-starved regime. However, it
treats the artifact noise as a signal for some special cases. In
2022, Wu et al. proposed an intensity-guided depth imaging
method to remove noise by the edge extraction of reflectivity
images [17]. It encounters problems when there is a considerably
different reflectivity among target surfaces. A more effective
method is to identify target edges by extracting target echo signal
characteristics. The waveform features are extracted by adopting
the principal component analysis (PCA) method and the noise
is removed by the image of target feature clustering [18]. The
clustering method only gives classifications, so it is difficult to
confirm which class the target belongs to especially for different
scenarios. This still provides a new way of removing artifact
noise.

In recent years, waveform decomposition techniques have
become more and more mature with the development of full-
waveform LiDAR [19]. It is prospective to extract the new
target feature parameters by a mathematical model of the echo
waveform for SPL. This work is committed to a new depth
image restoration solution by extracting the target characteristics
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from the response signal. The LiDAR equation for SPL is
modified based on the waveform decomposition technique in the
full-waveform LiDAR. Then an adaptive threshold segmentation
algorithm is used to achieve the identification of the region
of interest. Finally, the depth image is reconstructed by the
proposed waveform-guided depth image method. The extracted
waveform features are effective in dealing with the artifact noise
at a long range.

II. OBSERVATION MODEL

A. Scattering Model of the Target

For non-scanning LiDAR, the target is usually considered to
be a point target. The number of the return signal photons is
mainly related to the emitted laser pulse characteristics and the
target scattering characteristics. The number of echo photons is
modified as follows according to the traditional LiDAR equa-
tion [20]:

Ks =
1

M

η

hv

4Et

πθ2tR
2
× ρAs × πD2

r/4

ΩrR2
× η2atmηsys, (1)

where M is the number of pixels, η is photon detection efficiency
(PDE), h is Planck’s constant, ν is the frequency of light, θt
is the emitted beam divergence full angle, R is the distance
of the target, Dr is the effective aperture area of the receiv-
ing optical system, ηatm and ηsys is the transmittance of the
one-way atmospheric transmittance of the laser and the optical
system. These parameters are considered as the constants, which
are fixed in the experiment. And there are still some other
non-constant parameters such as single pulse energy Et, the
target reflectivity ρ, the target optical effective reflective area
As, and the solid angle of the target scattering beam Ωr, which
is generally represented by π for a Lambert reflector. Then we
get the number of echo photons:

KS = η2atmηsys
1
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4
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4π

Ωr
, (2)

here the scattering cross-section σ of the target is defined as

σ =
4π

Ωr
ρAs. (3)

The SPL equation can be further simplified using the scat-
tering cross-section. Besides, the echo signals are measured in
time-resolved units of the time-to-digital converter in SPL. Thus,
the echo signal is discretized in time-resolved bins. The modified
LiDAR equation for SPL is expressed as

Ks(t) = η2atmηsys
1

M

η

hv

D2
r

4πθ2tR
4
S(t) ∗ σ(t), (4)

where the system waveform S(t) is a convolution between a
laser pulse and a receiver response function [21]. The system
waveform S(t) and target scattering properties function σ(t) are
assumed to be of the Gaussian shape. Thus, the echo signal can be
regarded as a mixture of Gaussian distributions as follows [22]:

Ks(t) = K̂ exp

(
− (t− 2R/c)2

2s2

)
, (5)

Fig. 1. (a) Depth image of the scene located at 2.2 km. (b)–(d) The photon
counting histogram at pixels (10,42), (28,32) and (55,17).

where s is defined as
√
s2s + s2σ . ss is the standard deviation of

the system waveform S(t) and sσ is the standard deviation of
the scattering properties of a cluster of scatterers σ(t).

The echo from N targets within the travel path of laser pulse
is written as

Ks(t) =

N∑
i=1

K̂i exp

(
− (t− 2Ri/c)

2

2s2i

)
. (6)

The formula indicates that a target is regarded as a cluster of
scatterers and the backscattering characteristics of the cluster of
scatterers are not only related to the intensity of the measured
signal but also related to the distance of the target and the
standard deviation of the measured signal.

Let s be the standard deviation of the signal response. The
standard deviation s from different locations is shown in Fig. 1.
There are three types of returned signals. The first type of
noise belongs to the background light or dark count, which is
uniformly distributed throughout the detection distance gate.
The second type of noise belongs to the artifact noise, which
is accompanied by the signal, and its s will be larger than the
signal response. But the s of target echoes is relatively constant
compared with that of two types of noise and varies slightly with
the characteristics of the target. This makes it possible to achieve
artifact noise removal by s.

B. Detection Probability Model

One complication is that the number of primary photoelec-
trons K is not directly observable [10]. A relationship exists
between the detection probability P of the echo signal and
the number of primary photoelectrons K based on the Poisson
probability response characteristics of SPL. From the process of
only one trigger in each emitted pulse, the detection probability
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Fig. 2. Mean absolute error between the number of signal photons Ks and the
detection probability against the maximum detection probability P̂ .

per interval is

P (tbin ) = e−
∑m=tbin−1

m=0 K(m)
(
1− e−K(tbin )

)
, (7)

where K represents the mean number of signal electrons occur-
ring in the interval tbin. K is the total signal photon detection
Ks, dark counts Kd and background count Kb per interval.

The histogram of the detection probability shows deviations
when the echo signal is strong, which is known as the saturation
effect. A common method is to estimate the number of primary
electrons through an observed model. Fouche et al. have shown
that the detection probability varies only when the total number
of primary electrons is between 0.1 and 10. This method is
also not feasible when the primary electrons from the echo
signal are very low. Besides, the trigger probability is obtained
by accumulating multiple pulses, and the expression of the
multiple-pulse probabilities of detection is more complex [23].

Here, a linear approximation between the photon number K̂
and the detection probability P̂ is performed at the condition of
the low detection probability. This approximation is beneficial to
improve the computational speed. To prove the feasibility of this
linear approximation, we theoretically calculate the mean abso-
lute error between the detection probability and the total number
of primary photoelectrons K. The curves of the photoelectron
number and the detection probability against the time bin are
shown in Fig. 2 with the maximum signal level K̂ varying from
0.05 to 0.20, where the standard deviation of the signal distribu-
tion is 2.626. The detection probability is approximately equal
to the number of signal photons as the maximum signal level
K̂ decreases. Besides, the detection probability is calculated as
0.07 when the total number of primary electrons is 0.1. As shown
in Fig. 2, the error is less than 1.8× 10−4 when the single trigger
probability is less than 0.07. Hence, the linear approximation is
considered feasible. From (6), the detection probability model
is expressed as

Ps(t) =
N∑
i=1

P̂i exp

(
− (t− 2Ri/c)

2

2s2i

)
. (8)

The linear approximation allows us to obtain the echo
signature by directly decomposing the detection probability
curve. Otherwise, the total number of primary photoelectrons
must be calculated using (7).

III. DATA ACQUISITION AND RECONSTRUCTION ALGORITHM

A. Data Acquisition

The SPL measurement system is shown in Fig. 3. The laser
source (CoLID-I) is placed in parallel with the Geiger-mode
avalanche photodiode detector (CETC GD5551) and triggered
by a signal generator at a repetitive frequency of 20 kHz. The
detector records 20,000 frames per second. Selecting more
frames for reconstruction accumulates the number of signal
photons in the echo signal. The 1064 nm laser has a single pulse
energy of up to 125 uJ. The system configuration is detailed
in our previous work [24]. In each detection cycle, the laser
beam is emitted by the transmitting lens and irradiated on the
target surface. Then it is diffusely reflected by the target surface.
Part of the backscattering signal is collected by the receiving
lens and focused on the detector. Each pixel in the detector is
equipped with a timing circuit, which can record the round-trip
time of the light pulse between the SPL and the target. The
time-of-flight information of the photons is recorded by the
computer with a timing resolution of 2 ns. The instrument
response function must be longer than the time-resolved bin
to measure the characteristics of the waveform. Thus, the echo
waveform is obtained through multiple echo detections.

B. Reconstruction Algorithm

A novel waveform-guided depth image estimation algorithm
is proposed that uses Gaussian decomposition techniques to re-
solve intensity, location, and variance information. The implicit
assumption of Gaussian decomposition is that the cross-section
profile can be represented by a series of Gaussian functions.
It guides the reconstruction of depth images based on variance
information. Finally, the target backscatter probability of a target
scene is then derived from the reconstructed depth image. This
reconstruction has the advantages of using a new target char-
acteristic, the variance image to distinguish signal from noise,
achieving a robust estimation of the target signal, and preventing
artifact noise.

The reconstruction contains three parts: (i) a local gating
approach to unmix signal from noise; (ii) Gaussian decom-
position of the backscatter waveforms to initialize the depth
image and reflectivity image; (iii) depth image and reflectivity
estimation through adaptive thresholding. The photon count
values of each pixel are first filtered by using spatial correlation
based on a 3 × 3 block. The count values outside the signal
width around the peak position are removed. The filtered photon
count values calculateT,N,S through Gaussian decomposition
pixel by pixel. The T,N, and S are the depth image, intensity
image, and variance characteristics image of the target echo.
For accurate decomposition, the target depth information T is
determined by the log-matched filtering, the signal intensity N
is determined from the count values at the peak position, and
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Fig. 3. Single-photon imaging set-up for the experiments.

the variance characteristics S of the echo signal are obtained by
least squares. The region of interest (RoI) is obtained by adaptive
threshold segmentation of S. Finally, the target depth image and
reflectivity image are obtained by removing the non-RoI.

The target region is defined as RoI. It is critical here to modify
RoI based on the S image. The variance characteristics s can
reflect the characteristics of the signal, as described in Fig. 1.
However, the challenge is that different materials have different
target scattering characteristics, which cause a fluctuant swithin
a certain range. The first type of noise has a smaller s, and the
second type of noise has a larger s compared with the target
signal. It is necessary to change the s of the second noise in order
to ensure that the s of the signal echo is greater than that of the
noise. Here we briefly consider subtraction. The preprocessed
S is calculated by S′ = s0 − S, where s0 is a constant. It is
theoretically possible to select a constant larger than the s of the
noise and the signal. In the experiment, it is twice the full width
at half maximum signal of the transmit pulse.

The general procedure for reconstruction is listed in
Algorithm 1, which completes the reconstruction process after
waveform decomposition. The main difficulty is the extraction
of RoI. Here, RoI is obtained by adaptive thresholding segmen-
tation. Our main goal is to determine a suitable threshold to
separate the guidance image into two parts. The ideal threshold
is at the trough of the gray-level histogram of the guidance
image. However, the limit between signal and noise is not
apparent. We have distinguished the signal from the artifact pixel
as much as possible through the preprocessing in the previous
section. Finally, the optimal threshold is selected based on the
discriminant criteria of the maximum between-class variance
criterion [25].

Most existing schemes first utilize the time domain wave-
form as a priori, followed by estimating the depth information
via PMLE or Bayesian estimation (BE). The waveform-guided
method in this work determines whether the pixel belongs
to an artifact noise response by characterizing the time do-
main distribution of the echo signal. The adaptive thresholding

Algorithm 1: Algorithm of Reconstruction.
Input: T,N,S
Output: D, I
1: Initialize s0,D, I
2: for each i ∈ [0, 64) do
3: for each j ∈ [0, 64) do
4: if S[i, j] ≥ 1 then
5: S[i, j] = s0 − S[i, j]
6: end if
7: end for
8: end for
9: S←Medfilter2d(S)

10: S←MaxminNorm(S)
11: th← AdaptiveThreshold(S)
12: RoI← th = 255
13: D, I← T[RoI],N[RoI]
14: return D, I

segmentation based on the variance-distributed image S is used
to address the spurious response due to artifact noise.

IV. RESULTS AND ANALYSIS

Long ranges imaging at ∼2.2 km and ∼4.2 km away from
the SPL are implemented to verify the practical capability of the
proposed algorithm. The signal-to-noise ratio (SNR) decreases
from 0.23 to 0.07 with the increase of distance, which leads
to a decrease of accuracy. Ground truth images are calculated
from 20,000 frames by the log-matched filtering method, and
artifacts are also reconstructed. Finally, we obtain the accurate
target edges using manual judgment and remove the artifacts.

Further, three values are used to evaluate the results, in-
cluding the mean absolute error (MAE), processing time, and
the ratio of the region of interest (rRoI). MAE is obtained by
‖ D−Dtruth ‖2 /M . rRoI is defined as the number of pixels
belonging to target regions in the reconstructed image divided



CHANG et al.: ARTIFACT REMOVAL IN LONG-RANGE SINGLE PHOTON LiDAR VIA WAVEFORMS-GUIDED DEPTH IMAGE ESTIMATION 7800306

Fig. 4. Comparison of imaging results using different reconstruction methods.

TABLE I
MAE, PSNR, AND PROCESSING TIME OF DIFFERENT METHODS

by the number of pixels in the actual target region in the ground
truth image, which can reflect the reconstruction algorithm’s
ability to recover the target region. The closer its value is to 1,
the better the reconstruction result is.

Two scenes are reconstructed using different methods. Fixing
the signal level equal to 95 PPP, a total of 2,000 frames is used
for scene 1, and 8,700 frames are used for scene 2. The recon-
structed images compared with four current classical methods:
Xcorr [26], Log-matched filter [15], Unmixing [27], and 3D
deconvolution algorithms [28] are shown in Fig. 4. Xcorr and
the Log-matched filter method show significant enhancement of
the noise, however, Unmixing and 3D deconvolution methods
remove most of the noise. The waveform-guided reconstruction
method accurately identifies the artifact noise by the new feature
as shown in Fig. 4. The depth information of the Unmixing
method is closer to the baseline depth image. However, the
depth information of the waveform-guided method is closer to
the Log-matched filter results because the Log-matched filter
method is selected as the basic depth estimation method.

The reconstruction performance is shown in Table I. The rRoI
of the waveform-guided method reaches 1.02. Besides, the MAE
of the waveform-guided method outperforms others, which is
decreased by 6.3 times compared with the best method among
others. However, the MAE is still largely due to the system
limitation. In terms of processing time, there are no advantages.
The Unmixing algorithm shows a better performance thanks to
the multi-threading acceleration.

Also, we compare the results of intensity-guided depth
image reconstruction with those of waveform-guided image

Fig. 5. Comparison with intensity-guided depth image reconstruction method.
(a) Intensity-guidance image. (b) Intensity-guided reconstruction result.
(c) Waveform-guidance image. (d) Waveform-guided reconstruction result.

reconstruction algorithms. Only the guidance image in the
waveform-guided method is replaced, which is normalized. It
can be found that S extracts the features of the target echo signal
by comparing Fig. 5(a) and (c). There is also a small amount
of noise. However, the waveform-guided reconstructed result
in Fig. 5(d) is significantly better than Fig. 5(b) by adaptive
threshold segmentation which decreases MAE by 3.7 times.
The waveform-guided method successfully removes the false
positive surface detection due to artifact noise.

Results imply that the method needs dozens of signal photons
to recover the target distance due to the requirement of wave-
form decomposition. Another reason is that a wide instrument
response function results from several undesirable factors, such
as system jitter and temperature drift. The standard deviation of
the instrument response function is 2.626 bin, while it is wider
at long range. This results in a range error under photon-limited
imaging conditions. Thus, the number of signal photons has to be
increased to obtain a reliable depth estimate. We also considered
waveform feature extraction using confidence intervals under
fewer photons. This part of the work is still under investigation,
and the feasibility remains to be ascertained.
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Overall, we analyzed the performance of the waveform-
guided method with a fixed signal photon level and different
distances. The results show that the proposed method is effec-
tive in removing artifact noise. The processing time is longer
than the multi-threaded processing. Fortunately, some proce-
dures are able to be done in parallel, which will be considered
later. The conclusion that artifact removal is feasible through
the waveform-guided algorithm is not affected. The proposed
method is more effective when there are stringent requirements
for target identification and the ground truth image at a long
range, which obviously sacrifices a portion of the imaging frame
rate.

V. CONCLUSION

Artifacts usually appear simultaneously with the signal,
which makes the reconstruction of depth images difficult. This
work proposes a waveform-guided depth image reconstruction
method in SPL detection that can decompose the features of the
echo signal by the waveform. The recognition experiments of
the target echo signal are accomplished using the feature images
with two distances of 2.2 and 4.2 km. Then the performance of
the waveform-guided method with a fixed signal photon level of
95 PPP and different distances is analyzed. The results show that
the MAE reduces more than 13.5 times and the rRoI achieves
1.02, which demonstrates the effectiveness of this method in
removing artifact noise. The waveform-guided depth image
reconstruction method is a promising technology in long-range
target recognition.
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