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Accurate Real-Time Laser Spot Locating Based on
Template Correlation in Intersatellite

Laser Communications
Xiangsheng Meng , Wen Liu, Junfeng Han, Yan Tian, Jun Liu, and Caiwen Ma

Abstract—In intersatellite laser communications, the centroid-
ing accuracy of a laser spot is crucial for maintaining steady
communication links. However, the systematic error introduced
by discrete sampling restricts further improvement of centroiding
accuracy when choosing algorithms that are widely used in en-
gineering. Additionally, the ultrahigh computational complexity
and multiple-step iterations of the Gaussian fitting (GF) algo-
rithm are unsuitable for real-time implementation, even though
the algorithm can achieve the highest centroiding accuracy. In
this study, we propose a laser spot centroiding algorithm based
on template correlation to simultaneously satisfy the requirements
of real-time performance and accuracy. The proposed algorithm
evaluates the central location of a laser spot by obtaining the index
of the maximum Pearson correlation coefficient (PCC). Simulations
performed under different conditions reveal that the proposed
algorithm is robust against the interference of background noise
and the bad pixels. Moreover, experimental verification is per-
formed based on the implementation on a Field-Programmable
Gate Array (FPGA) in real-time, meanwhile its accuracy is on the
same level as that of the GF algorithm and better than those of
other widely-used algorithms. Therefore, the proposed algorithm is
suitable for accurate real-time locating of laser spots in engineering
applications of the intersatellite laser communications.

Index Terms—Intersatellite laser communications, centroiding
accuracy, real-time, engineering applications.

I. INTRODUCTION

CURRENTLY, with the increasing space explorations, var-
ious satellites in orbit always generate huge amounts of

scientific data; thus, the demand for the transmission bandwidth
of satellites has risen [1]. Traditional microwave communica-
tions, restricted by their technical bottlenecks, cannot satisfy the
demands of rapidly transmitting mass data between satellites
[2]. However, owing to the advantages of large bandwidth,
free-space laser communications can establish high-speed, low-
intercept intersatellite communications, which is considered a
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solution for this limitation [3], [4]. Encouraged by the in-orbit
operation of OneWeb and Starlink constellations, several large
low-Earth-orbit constellations are expected to establish a global
broadband satellite network, among which the laser commu-
nication terminals (LCTs) act as key payloads to realize inter-
satellite high-speed data transactions [5], [6], [7], [8]. In October
2013, NASA’s bidirectional moon-to-earth laser communication
program, lunar laser communication demonstration (LLCD),
achieved downlink and uplink data rates of 622 Mbps and 20
Mbps, respectively, which established the foundation for deep
space exploration using LCTs [9], [10], [11].

In intersatellite laser communications(ILC), communication
links are maintained by tracking the laser spot, which is the
diffraction image of parallel light in the image plane, and the
intensity conforms to the Airy disk [12]. During the tracking
procedure, a photoelectric sensor samples and quantizes the
laser spot into gray images, which are output to the proces-
sor to precisely calculate the error between the actual and
expected locations. Subsequently, the error, which represents
boresight misalignment, is introduced into the closed loop
by the tracking controller such that the lines of sight can
align. Therefore, the accuracy of the actual location calcu-
lation is significant for the reliability of intersatellite laser
communications.

Many classical algorithms have been proposed for laser spot
centroids. Theoretically, the Gaussian fitting (GF) algorithm can
achieve the highest accuracy [13] because the Airy disk can be
approximated using a two-dimensional Gaussian function [14].
As for the engineering application, the center of gravity (CG),
center of gravity with threshold (CGT), and filtered center of
gravity (FCG) algorithms are most commonly used. However,
because the GF algorithm is a nonlinear fitting method, multiple-
step iterations and inverse matrix computation inevitably pro-
duce problems such as instability and time consumption during
implementation. The CG algorithm has a weak noise robustness
[15] and contains systematic error that introduced by discrete
sampling [16]. The CGT algorithm can strengthen noise robust-
ness to a certain extent [17], [18], but the truncation error [19]
limits its accuracy. The FCG algorithm changes the gray-scale
distribution of the spot and inevitably introduces a centroiding
error.

Algorithms about improving the performance have been
proposed regard to laser communication field. Ref [20] improves
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the CG accuracy by regional interpolation. As the centroiding
method is still the CG, the proposed method will inevitablely
sensitive to the noise. Ref [21] predicts the centroid based on
machine learning to overcome the nonlinear disturbances. How-
ever, it’s not suitable for in-orbit application as the complexity.
Ref [22] combines the edge detection and Kalman filter (KF)
to achieve a good robustness to turbulence, but the accuracy
is relatively low compared to the classical algorithms when
using in the ILC. Ref [23] combines the squared weighting
centroid algorithm and the interpolation subdivision algorithm
to improve the locating accuracy, but the noise robustness is still
weak.

In this study, we focus on simultaneously improving the
accuracy, the noise robustness and the real-time performance
of the laser spot centroiding algorithm. We propose a laser
spot centroiding algorithm based on template correlation. The
basic principles of the proposed algorithm are described in
Section II. The simulations of different situations are presented
in Section III, and in Section IV, the algorithm is implemented
on a Field-Programmable Gate Array (FPGA) and verified in
the LCT indoor experimental system. Finally, the conclusions
of the study are presented in Section V.

II. BASIC PRINCIPLES

A. Basic Principles of Laser Spot

As mentioned earlier, the laser spot of a focal plane can be
approximated by a Gaussian function, which is expressed as
[18]:

I(x, y |x0, y0 ) = I0 exp

(
− (x− x0)

2 + (y − y0)
2

2σ2

)
(1)

where I0 indicates the peak of the spot; x0 and y0 denote the
centroid of the spot; and σ represents the radius of the laser
spot.

According to the diffraction imaging theory, the diameter of
a laser spot in a focal plane is defined as [12]:

dia =
2.44× λ × f

D
(2)

where λ, f, and D represent the wavelength, focal length, and
aperture of the telescope, respectively. All three parameters are
invariant because the system design has been confirmed; thus,
σ can naturally be assumed as constant when approximating the
laser spot to a Gaussian function.

Laser spot imaging involves discrete sampling and digital
quantization. The laser spot intensity function I(x, y| x0, y0)
convolve the pixel sensitivity profile P(x, y) to obtain the pixel
energy-receiving function f(x, y), as follows [14].

f(x, y) = I(x, y |x0, y0 )⊗ P (x, y) (3)

The pixel sensitivity profile with pixel width d can be obtained
as follows [24].

P (x, y) =

{
1
d2 , −d/2 < x, y < d/2
0, x, y < −d/2&&x, y > d/2

(4)

Fig. 1. Schematic of the laser-spot imaging process. (a) Coincident center.
(b) Displaced center.

Next, f(x, y) multiply the sampling function s(x, y) to yield the
sampled function g(x, y) [24]:

g(x, y) = f(x, y)× s(x, y) (5)

The sampling function s(x, y) is a comb function [14], where
d denotes the pixel width.

s(x, y) = comb(x/d,y/d) (6)

Finally, the discrete sampled function g(x, y) is quantized to
a grayscale image.

Fig. 1(a) shows the imaging process for an ideal situation in
which the laser spot centroid and pixel center coincide. Here, x0
and y0 are integers, the spot image is symmetrical, and almost all
the algorithms can achieve high centroiding accuracy. However,
the actual situation in the system application is that the laser
spot centroid and pixel center are displaced; thus, the grayscale
image is dissymmetrical, as shown in Fig. 1(b).

The whole imaging process can be formularized by (7), which
is derived by substituting (3), (4), and (6) into (5).

g(x, y) = [I(x, y |x0 +Δx, y0 +Δy )⊗ P (x, y)]× s(x, y)
(7)

As mentioned earlier, finite-width discrete sampling intro-
duces a system error and affects the subpixel displacement
estimation when the grey-level information is used as weights
to calculate the centroid.

B. Basic Principles of the Proposed Algorithm

The displaced imaging process defined by (7) can be derived
as (8), which indicates that the laser spot is immobile but the
sampling function is displaced.

g(x, y) = [I(x, y |x0, y0 )⊗ P (x, y)]× s(x, y |Δx,Δy ) (8)

In this situation, the sampling function with displacement is
represented as:

s(x, y |Δx,Δy ) = comb(x+Δx/d,y +Δy/d) (9)
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Fig. 2. Framework of the proposed method.

We can obtain a series of laser spot images with different
centroids by changing Δx and Δy in (9), and in theory we can
find a similar one with the displaced spot image from the image
sequences as long as Δx and Δy are small enough.

Therefore, the key objective of the proposed algorithm is to
determine the displacement of the sampling function, which is
obtained by maximum correlation matching. The framework of
the proposed method is illustrated in Fig. 2.

The procedure of the method is described as follows. First,
several laser spot images are captured by pointing the LCT to
the collimator, followed by fitting the captured laser spots to
the Gaussian function. Subsequently, the Gaussian radii of the
laser spots are calculated and represented by σ, and all radii are
averaged to obtain σmean. Subsequently, an N-fold subdivided
template image is generated by setting the parameters I0 = 255,
x0 = 0, y0 = 0, and σ = σmean.

The spot image is extracted from the camera’s grayscale image
and denoted as spot with a size of m × n. Comparable images
are constructed by sampling the template image every N pixels,
which are indicated as tempij. The comparable images are a
series of images that are equispaced sampled from the N-fold
subdivided template image. as shown in Fig. 3 which is an
example when N = 5, m = n = 3.

The method is further explained as follows. The size of the
N-fold subdivided template image is N×m × N×n. We can
obtain the m ×n comparable image by equidistant sampling the
template image when the sample interval is N pixel. By changing
the start positon we can get a series of images in which there
must be one image that almost the same with the spot image.
The similarity between spot image and comparable image is
determined by Pearson correlation coefficient (PCC) which is
calculated as [25]:

ρij =
Cov(spot, tempij)

σspotσtempij

=

∑
m

∑
n

(
spotmn − spot

) (
[tempij ]mn − tempij

)
√∑

m

∑
n

(
spotmn − spot

)2√∑
m

∑
n

(
[tempij ]mn − tempij

)2
(10)

Fig. 3. Schematic of the comparable images’ equispaced sampling.

The indices of the maximum PCC in the ρmatrix, represented
as indx and indy, are determined. Finally, the displacement is
obtained as follows.

Δx = (indx−m×N/2)/N

Δy = (indy − n×N/2)/N (11)

In general, we proposed a method that we believe could
perform well in the laser communication system. However, it
has a specific requirement for spot size when acting as a general
algorithm, and our future research will focus on improving the
universality that specific to different spot sizes.

III. SIMULATION

To evaluate the performance of the proposed method, we
simulated the algorithm in several situations and compared
results with those of three existing algorithms: CGT, FCG, and
GF.

As the simulation must be close to the real application, the
simulation parameters such as image size and Gaussian radius
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Fig. 4. Ideal laser spot. (a) Gray-scale image. (b) Three-dimensional image.

are determined based on our existing system which could equiv-
alent to most of the similar systems.

In practical applications, the centroid of the laser spot is
randomly distributed at various locations, and the location ro-
bustness of the algorithm must be evaluated. Therefore, we
generated a series of laser spots with different central positions
in each situation and compared the mean value and standard
deviation of the centroid error, which is defined as follows.

error =

√
(xc − x0)

2 + (yc − y0)
2 (12)

where xc and yc denote the calculated centroid; and x0 and y0
denote the true centroid of the spot.

As for the generation of the images, we consider four parts to
form the simulation images: the laser spot, the photon shot noise
that related to the intensity of the laser spot, the blind pixels and
the Gaussian noise which is equivalent the sum of noises such as
Dark noise, readout noise, quantizing noise and thermal noise.

A. Simulation of the Ideal Spot Image

A simulation was performed to verify and compare the the-
oretical accuracies of the algorithms. The grayscale and 3D
images are shown in Fig. 4.

The relevant simulation parameters were set as: the image
size was 51 × 51 pixels, and the Gaussian radius was 1.25. The
centroid of the laser spot moved from 25.5 to 26.5 along the
x- and y-axes. The mean values and standard deviations of the
centroid error at different locations are listed in Table I.

In an ideal situation, all the algorithms perform excellently in
terms of both absolute error and error stability. Comparatively
speaking, the FCG algorithm has the worst performance owing
to the change in the gray-scale distribution. The CGT algorithm
is better than the FCG algorithm but still has a relatively weak
performance, compared with the GF and the proposed method.
The mean value and standard deviation of the centroid error

TABLE I
SIMULATION RESULTS OF THE IDEAL SIMULATION

Fig. 5. Laser spot with background noise. (a) Gray-scale image. (b) Three-
dimensional image.

calculated using the proposed algorithm were approximately
equal to the GF results, indicating that the theoretical accuracy
of the proposed algorithm was almost the same as that of the GF
algorithm.

B. Simulation of the Spot Image With Background Noise

In an LCT, the photoelectric sensor is typically a short-wave
infrared (SWIR) detector, containing background noise owing
to non-uniformity. In this section, the performance of the algo-
rithms is verified in the context of background noise, which is
equivalent to the imaging results of the SWIR detector. Laser
spot images with background noise were generated by adding
Gaussian noise. The grayscale and 3D images are presented in
Fig. 5.

The simulation was conducted by changing the standard de-
viation of the noise from 0 to 3, and the relevant simulation
parameters for each noise level were set as follows: the image
size was 51 × 51 pixels, and the Gaussian radius was 1.25. The
centroid of the laser spot moved from 25.5 to 26.5 along the x-
and y-axes.

Fig. 6(a) shows the mean values of the centroid error at
different locations under different noise levels, and Fig. 6(b)
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Fig. 6. Centroid error of different locations under different background noise
levels. (a) Mean value. (b) Standard deviation.

shows the standard deviations of the centroid error at different
locations under different noise levels.

As shown in Fig. 6, the centroid errors of each algorithm
increased with noise level. The grey values that constitute the
laser spot change with the introduction of noise and affect the
calculation results of the CGT and FCG, which use the grey
values as weights. This is why the centroid errors of the CGT
and FCG rapidly increased compared with those of the GF. The
centroid errors of the proposed algorithm are at the same level
as those of the GF, thereby indicating that the noise robustness
of the proposed method is almost equal to that of the GF and
better than that of the other algorithms.

C. Simulation of the Spot Image With Bad Pixels

The simulation in this section focuses on images with bad
pixels, which are caused by the degradation of the photosensitive
materials of the detector. Laser spot images with bad pixel can
be obtained by adding salt and pepper noise. The grayscale and
3D images are shown in Fig. 7.

The simulation was performed under a salt and pepper noise
intensity in the range 0–0.03; the standard deviation of the back-
ground noise was 3, and the other relevant simulation parameters
for each noise intensity are described in Section III-B.

Fig. 7. Laser spot with bad pixels. (a) Gray-scale image. (b) Three-
dimensional image.

Fig. 8(a) shows the mean value of the centroid error at different
locations under different noise intensities, and Fig. 8(b) shows
the standard deviation of the centroid error at different locations
under different noise intensities.

The centroid error of the CGT was amplified because of
the existence of bad pixels. Because a simple threshold cannot
accurately extract the laser spot, pixel values that do not belong
to the laser spot are used in the calculation, thereby causing
a large error. FCG diminishes the impact of bad pixels with
the help of a filter, which is typically a median filter. However,
the gray values changed significantly when bad pixels were
near or in the laser spot, thereby introducing a relatively larger
error. Because the proposed algorithm obtains the centroid by
evaluating the correlation that is determined by multiple criteria,
such as the absolute value, variation trend, and deviation extent,
the robustness to bad pixels is almost the same as that of the GF
algorithm, and better than that of other algorithms.

IV. EXPERIMENTAL VERIFICATION

A. Experimental Setup

To verify the performance of the proposed algorithm in a
hardware system, we established an indoor LCT experimental
system, as shown in Fig. 9. The system comprises two compo-
nents: a collimated laser beam transmitter and a finite aperture
receiver.

At the transmitter terminal, a diverging Gaussian beam was
emitted from a single-mode fiber endface of the 1565.13 nm
laser device, which was mounted on the focal plane of the
coarse collimator. The diverging Gaussian beam was shaped by
being passed through the coarse collimator followed by being
propagated to the fine collimator, which is an off-axis telescope.
After propagating through the two collimators, a parallel light
equal to the far-field laser distribution was obtained.
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Fig. 8. Centroid error of different locations under different salt and pepper
noise intensities with fixed background noise. (a) Mean value. (b) Standard
deviation.

At the receiver terminal, the finite-aperture telescope con-
verges the incident light and focuses the parallel rays at the
focal plane. The SWIR detector then output the laser spot image
data to the FPGA, on which the centroid of the laser spot was
computed. A telescope was mounted on the gimbal; thus, we
could obtain spot images at different locations by controlling
the gimbal to move to a certain position.

Table II lists the detailed parameters of the experimental setup.

B. FPGA Implementation

In this section, we describe the FPGA implementation of
the proposed algorithm and evaluate its performance. A Xilinx
XC4VSX55-10FFG1148I FPGA was used as the processor, and
the correlation coefficient shown in (10) was calculated and
compared.

Fig. 9. Laser-communication terminal (LCT) indoor experimental system.

TABLE II
EXPERIMENTAL PARAMETERS

TABLE III
FRACTIONAL WIDTH ASSIGNMENT

The hardware architecture is illustrated in Fig. 10. Consider-
ing the timing optimization, compute modules such as the ac-
cumulator, multiplier, divider, and multiple accumulators were
implemented based on the DSP48 macro block, which improved
the calculation efficiency. Some block rams were instantiated as
simple dual-port ram or single-port rom to buffer the data used
during the calculation to fulfill the timing alignment.

The evaluation of the FPGA implementation focused on the
computational accuracy and real-time performance.

The computational accuracy was verified by comparing the
results of the FPGA and MATLAB implementations. To opti-
mize the resource usage and computational latency, fixed-point
arithmetic was implemented in the FPGA. However, an improper
fractional width introduced a truncation error, which affected
computational accuracy. Thus, the primary task was to assign



MENG et al.: ACCURATE REAL-TIME LASER SPOT LOCATING BASED ON TEMPLATE CORRELATION IN INTERSATELLITE LASER 7800209

Fig. 10. Hardware architecture of the proposed algorithm.

Fig. 11. Flow chart of the computational accuracy verification.

a fractional width during the computation. Table III lists the
fractional-width assignments of the variables.

As the aim of the proposed algorithm was to determine
the coordinates that correspond to the maximum value, the
calculated value differences between the fixed-point (FPGA
implementation) and floating-point (MATLAB implementation)
are accepted when the maximum value coordinates determined
by both arithmetic methods were equal. Computational accuracy
verification was conducted using the Xilinx ISIM simulator and
MATLAB software. The flowchart is shown in Fig. 11.

The image sequences shown in Fig. 11 were generated based
on the three conditions described in Section III, and the com-
parison results are summarized in Table IV.

The information in Table IV indicates that the FPGA imple-
mentation satisfied the computational accuracy requirements.

The following work verifies the real-time performance by
using the Xilinx ISIM simulator: As mentioned in Section IV-A,
the tracking camera was operated at 4000 fps. The timing
sequence of the detector output, which was captured from the
camera by an oscilloscope, is shown in Fig. 12.

TABLE IV
COMPARED RESULTS OF THE COMPUTATIONAL ACCURACY VERIFICATION

Fig. 12. Timing sequence of the detector output.

The green waveform is the camera-trigger input that controls
the image frame to achieve synchronization in the LCT. The
yellow waveform represents the horizontal synchronization of
the camera, which represents a valid image output period. Fig. 12
shows that the interval between the end of the image and the next
frame start is approximately 74 μs. In engineering applications,
a master control processor controls a motion actuator at a given
time point (within the current frame) in the tracking sequence
to achieve stability. The consequent requirement is that the laser
spot centroid is calculated before a particular time; thus, the
real-time demands for the FPGA implementation are that the
centroid of the laser spot should be calculated every 250 μs,
and the latency time from the frame start to the centroid output
should be less than 245 μs (the control signal calculation and
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Fig. 13. Real-time simulation of the proposed algorithm.

output take approximately 5μs). In conclusion, the time required
for centroid calculation should be less than 69 μs after the image
output is completed.

Based on the above analysis, we conducted a real-time perfor-
mance verification, in which the laser spot images were gener-
ated with background noise (σ = 0.01). The timing sequence is
shown in Fig. 13, and the time consumption of the algorithm is
approximately 53 μs, less than the requested 69 μs. Therefore,
the real-time performance of the FPGA implementation adheres
to engineering requirements.

C. Experiment and Results

The verification experiment was conducted based on the
indoor system establishment and FPGA implementation.

The relevant experimental information are summarized as
follows. The algorithm is running on the FPGA of tracking
camera, which is an important module in LCT. In the indoor
system, the LCT acts as the receiver while the transmitter is
the synthesis of optical elements. During the experiment, the
LCT and the transmitter are all motionless. The experimental
parameters are listed in Table II, and the factors that affect the
accuracy of the algorithm are brought by the camera itself, there
are no external interference.

The procedure of the experiment is as follows. The boresight
of the receiver is pointed to the transmitter, and then the gimbal
is controlled to rotate to different positions to obtain the laser
spot images at different locations of the image plane. For each
position, 500–600 images are captured, and the centroid is calcu-
lated using CGT, FCG, and the proposed algorithm in real-time,
whereas the GF centroid is calculated in MATLAB. Finally, the
performances of the four algorithms are evaluated by processing
the results in MATLAB.

The experiment was performed at 11 different positions, and
the images are shown in Fig. 14.

Because the true value of the laser spot centroid could not
be obtained from the captured images, the performance of the
algorithm was difficult to evaluate directly. In Ref [19], repeata-
bility, that is, the standard deviation of the centroids at a certain
position was used as the evaluation criterion. In Ref [20], the
centroid fitted by the GF algorithm was considered as the true
value; thus, the centroid error was used to verify the accuracy of
the algorithms. In this study, both the repeatability and centroid
error were used to evaluate the algorithms. The algorithm with
the lowest standard deviation exhibited better repeatability, and

Fig. 14. Images captured by the camera of the system at different positions.

Fig. 15. Standard deviation of the coordinate value at different positions.

the algorithm with the smallest centroid error exhibited better
accuracy. The results evaluated using the two criteria are shown
in Figs. 15 and 16.

Fig. 15 shows that the standard deviations of the centroids
calculated by the proposed algorithm are almost the same as
those of the GF, and are smaller at least 30% than those of the
CGT and FCG. The results indicate that in terms of repeatability,
the proposed algorithm achieves a performance equivalent to that
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Fig. 16. Mean value of the centroid error at different positions (treat the GF
results as true values).

of the GF algorithm, which is better than those of the CGT and
FCG algorithms. As for the other criterion, the GF results were
used as the true value. We can see in Fig. 16, the centroid errors
of the CGT and FCG are in the range 0.2 to 0.3 pixel, which are
at least two times bigger than the centroid error calculated by
the proposed algorithm. The experimental results indicate that
both the stability and the accuracy of the proposed algorithm
are perform better than those of the CGT and FCG algorithms,
and the proposed algorithm is suitable in terms of accuracy and
real-time computations for engineering applications.

V. CONCLUSION

To overcome the obstacles in accuracy improvement and
real-time implementation of existing algorithms, we proposed an
algorithm that can achieve a high centroid accuracy that is almost
the same as that of the GF algorithm. The proposed algorithm is
implemented on an FPGA that ensures that the centroid is output
within a single frame time and therefore meets the real-time
requirements of engineering applications. Both simulations and
experiments verified the performance of the proposed algorithm
and confirmed that the proposed algorithm is suitable in terms
of accuracy and real-time performance for engineering applica-
tions of the inter-satellite laser communications.
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