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Abstract—This paper presents the successful reception of visible
light communication (VLC) signals, transmitted from an LED
array, by an image sensor that utilizes a rolling shutter while
driving at 40 km/h. The rolling shutter image sensors used in
commercial cameras, such as those found in smartphones and
dashcams, capture images line by line at a fast rate, allowing for
VLC signal reception in vehicular environments. By analyzing the
relationship between the signal reception rate for each line and the
frame rate, we demonstrate that parallel VLC signals transmitted
from the LED array can be received even while in motion. Notably,
to our knowledge, this is the first time that an automobile moving
at 40 km/h has successfully received a VLC signal.

Index Terms—Visible light communication, intelligent transport
systems, rolling shutter image sensor, LED array.

1. INTRODUCTION

EHICLE-TO-EVERYTHING (V2X) visible light com-
munication (VLC) technology [1], [2] improves the ef-
ficiency and safety of the traffic system. In V2X VLC, data is
transmitted by LED light sources such as LED traffic lights, the
head and tail lights of vehicles, digital signage, and so on [3],
[4], [5], [6]. One of the major advantages of V2X VLC is its
ease of implementation because these light sources are already
installed on the road. Therefore, transmitting traffic information
in this way is expected to be a useful communication method to
assist automated driving.
This paper explores the use of rolling shutter (RS) image sen-
sors, which are inexpensive and widely available in smartphones,
for V2X VLC signal reception. Previous studies on V2X VLC
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Fig. 1. The exposure mechanism of RS and GS image sensors.

often used global shutter (GS) image sensors as receivers due to
their high acquisition speed, as noted in [7]. We clarify RS and
GS image sensors with respect to their exposure mechanism.
Fig. 1 shows the exposure mechanism of RS and GS image
sensors. A row of pixels in an image sensor is considered to
be a scan line. Based on the resolution of the image sensor, the
number of scan lines in an image sensor varies from hundreds to
thousands. Both RS and GS image sensors are exposed in scan
line units. The biggest difference between these two sensors is
that the RS image sensor sequentially exposes each scan line
from the top to the bottom of the sensor. A certain time interval
exists between the exposure start times of adjacent scan lines in
RS image sensors, as shown in Fig. 1. On the other hand, the
GS image sensor exposes all scan lines at the same time. For
GS image sensors, the start and end time of the exposure for
each scan line is the same. Therefore, there is no time difference
between line-to-line exposures in GS image sensors. However,
GS high-speed image sensors are expensive and not commonly
used. On the other hand, VLC using RS image sensors has been
widely studied in static environments [8], [9], [10], [11], [12],
[13]. In [8], the RS effect [14] is used to improve the data rate of
VLC. In [9], a monitor (e.g., advertisement display) is used as
a transmitter to achieve a display rate tens to hundreds of times
higher than the frame rate, achieving a data rate of 1 kbps. In
addition, systems like LinkRay have actually been implemented
in public places [15], [16].

Here, we describe the background of V2X VLC technology
and its applications in vehicular environments. As a promising
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application of VLC, V2X VLC technology attracts consider-
able attention. Vehicle VLC technology involves the use of
high-intensity LED lights, such as headlights, brake lights, or
traffic lights, to transmit data. The data are generally encoded
by modulating the intensity or the flash frequency of the lights.
To receive the transmitting data, an image sensor (camera) or
a photodiode is usually used to detect and recover the light
signals. In vehicular environments, VLC technology can be used
for a variety of applications, including V2V and V2I (vehicle-
to-infrastructure) communication, autonomous driving, and ad-
vanced driver assistance systems (ADAS) [17]. For example,
VLC can enable communication between vehicles to facilitate
cooperative driving, such as platooning [18], where multiple
vehicles follow each other closely to reduce air resistance and
improve fuel efficiency [19]. VLC can also be used to communi-
cate with infrastructure, such as traffic lights, to improve traffic
flow and reduce congestion [20]. Therefore, we consider that
vehicle VLC technology is a promising wireless communica-
tion technology that has the potential to revolutionize vehicular
environments. There are some other studies on the use of RS
image sensors for VLC in the driving environment. In [21], an
RS image sensor is used to estimate the position of a moving
vehicle. In [22], a filter is used in the transmitter to enable
communication over long distances and with multiple users. In
addition, some studies examined the use of LEDs and RS image
sensors for VLC [23], [24], [25]. However, most of the research
in moving environments using RS image sensors focuses on
vehicle position estimation and noise reduction.

This study aims to realize VLC between vehicles traveling at
speeds of up to 40 km/h, which is the normal speed for urban
roads, using an LED array as the transmitter and an RS image
sensor as the receiver. We address two issues that arise due to
the characteristics of the RS image sensor. First, the camera’s
shooting speed is not fast enough to capture the high-speed
blinking LEDs. Second, the positional relationship between
the transmitter and receiver varies depending on the moving
environment. To overcome these problems, we propose a V2X
VLC scheme that demodulates data in a vehicular environment
while taking into account the characteristics of the RS image
Sensor.

The rest of the paper is organized as follows. In Section II,
we describe the proposed VLC system model. In Section III,
we explain the configuration of the transmission signal, which
takes into account the characteristics of the image sensor. In
Section IV, we describe the characteristics of the received image
obtained when the transmitted signal is captured by the rolling
shutter image sensor and how it is captured. In Section VI, we
detail the characteristics of the received image and the demodu-
lation process. Finally, in Section VII, we provide a conclusion
to this paper.

II. PROPOSED VEHICULAR VLC SYSTEM

The proposed system model is shown in Fig. 2. In this study, a
16 x 16 LED array is used to transmit optical signals. The input
transmission data is added with a pilot sequence. The added pilot
sequence is used to detect the beginning of the data transmission.
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Fig. 3. Transmission frame configuration.

We use ON-OFF keying (OOK) as the modulation method. The
binary data ‘1’ and ‘O’ are indicated by the ON and OFF of
the LED, respectively. The LED array blinks LED patterns at a
frequency of 500 Hz to transfer the optical signal.

The transmitted optical signals travel through the spatial
channel and are captured by the receiver camera of the vehicle.
The receiver captures the blinking patterns of the LED array
as images using an RS image sensor. Then, the receiver trims
out the LED array portion from the captured image. Next, we
identify the pilot sequence images to find the data images. After
that, the trimmed LED array is divided into segments in a range
representing 1 b. Finally, we extract the pixel values of the
divided segments and recover data by threshold determination.

III. TRANSMISSION SIGNAL CONFIGURATION

This section describes the composition of the transmission
signal. In this study, the communication between the transmit-
ter and the receiver is asynchronous. This means the start of
transmission does not necessarily coincide with the start of the
camera capturing.

A. Transmission Frame Configuration

In this study, we use a 16 x 16 array of LEDs as the trans-
mitter, as shown in Fig. 3. The transmitted data is blocked as



KAMIYA et al.: ACHIEVING SUCCESSFUL VLC SIGNAL RECEPTION USING A ROLLING SHUTTER IMAGE SENSOR

| Data Sequence

Pilot Sequence |
Transmission Frame
0 . 1(s]
Time )
\ /

A | 1A v
L WM T -

A N
< Entire Transmission Sequence >
N |4

Fig.4. Composition of entire transmission sequence, including pilot sequence
and data sequence.

0 ) 0.16([s]
] Time N
»
AN N IEEENENNEETE R IIRER
\ Transmission FrameXZf—“ A Transmission FrameXZf—d }
fs fs
——Z B~

In the first half, the lights are In the second half, the lights are

turned off and on repeatedly. turned on and off repeatedly.

Fig. 5. Pilot sequence configuration. ON-OFF pattern switches between the
first and second half.

a series of binary symbols, each of which contains N bits in
a transmission frame. The i-th data block is defined as d(7) as
follows.

d(i) = {do(i), - -dn-1(i)}, N =8, 1)

where dj, (i) represents 1 b of data, and dj (i) is expressed as
follows.

de(i) € {0,1} (k=0,1,---N —1). )

Here, the parameter k denotes the k-th bit of data in a transmis-
sion frame.

The data is modulated by OOK and is transmitted by blinking
LEDs. We show a transmission frame displaying a data block
d(i) =11,1,0,0,1,1,0,0] in Fig. 3. Toreceive the signal from a
single transmission frame, we vertically divided the LED array
using 16 x 2 LEDs to transmit 1 b of data. In this case, the
receiver RS image sensor is able to horizontally capture some
lines of the transmission frame.

B. Sequence Configuration

The configuration of the transmission sequence is shown in
Fig. 4. The transmission sequence consists of a pilot sequence
and a data sequence. As mentioned above, we use the pilot
sequence to determine the start of the data sequence. In the pilot
sequence, all LEDs alternately switch between ON and OFF
states. The detail of the pilot sequence configuration is shown
in Fig. 5. We divide the pilot sequence into the first half and
the second half. In the first half, we send transmission frames
repeating all lights OFF and all lights ON. In the second half,
we send the opposite patterns of the first half which repeats all
lights ON and all lights OFF. Let f; [fps] denote the shooting
speed, fq [Hz] denote the LED display speed, and M,, denote
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Fig. 6. Two different images taken of the pilot sequence. If a bright line is
captured in the first half, a dark line is captured in the second half.
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Fig.7. Timing chart for photographing a high-speed blinking LED array using
a rolling shutter image sensor.

the number of frames transmitted in the entire pilot sequence.
The relationship of fs, f4, and M), is shown as follows.

x 24

Js
The two types of pilot sequence images are shown in Fig. 6.
From Fig. 6, we can see that when the LED lights are ON in the
first half, the corresponding LEDs turn OFF in the second half.
We use these two kinds of pilot images for the decoding process
which is described in detail in Section IV.

M

p =2

3

IV. PRINCIPLE OF VLC SIGNAL RECEPTION USING ROLLING
SHUTTER

In this section, we first describe the acquisition mechanism
of the received image when capturing a fast-blinking LED array
using a rolling shutter image sensor in a moving environment.
As mentioned above, demodulation requires that the received
image be divided into lines. This section describes the details of
the demodulation process, including the dividing process.

A. Features of Rolling Shutter Image Sensors

First, we described that signals can be received by the RS
image sensor even in a mobile environment. A schematic di-
agram of the timing chart for capturing a high-speed blinking
LED array is shown in Fig. 7. Let T¢, T,, and 7). denote the
shooting time of one frame, the exposure time per scan line, and
the readout time, respectively. The number of scan lines exposed
during the display of one transmission frame is denoted by L, .
A certain scan line of Fig. 7 is shown in Fig. 8. Here, T is
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Fig. 10. Example of a received image of a data sequence.

the exposure time for lines other than the one shown here. The
region of exposure time 7 shifts to the right as moving to the
bottom line. The following relationship is established.

The time 7’ is subtracted from the exposure time 7. to obtain the
actual exposure time of one line, which is as short as a 1/1,000-
second scale. Therefore, the signal from the high-speed blinking
LED array can be received by the RS image sensor with a low
shooting speed.

B. Reception of LED Array Signal

We show the timing chart for capturing one image in Fig. 9
and an example of a received image of the data sequence in
Fig. 10. Here, fs = 25 fps, fq = 500 Hz. The area between
the adjacent yellow lines in Fig. 10 is the blinking pattern of
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Fig. 11.  The m-th transmission frame and the range of received images to be
captured by the time it is displayed.

the LED array displaying a transmission frame (1/ f4 [s]). For
example, when the first transmission frame marked “01” in Fig. 9
is displayed (i.e., 1/ f4 [s] after the start of shooting), the area up
to the line marked “01” in Fig. 10 is captured. Next, when the
second transmission frame marked “02” in Fig. 9 is displayed
(i.e., 2/ f4 [s] after the start of shooting), the area up to the line
marked “02” in Fig. 10 is captured. This is because the RS image
sensor exposes and takes a picture from the top to the bottom
of the image sensor. For the sake of explanation, the timing of
the display of the first transmission frame and the timing of the
start of shooting are aligned here. Noteworthy, this timing could
be shifted because the transmitter and receiver communicate
asynchronously in practical applications.

Now, we specifically explain each scan line. First, we focus on
the time period where the first transmission frame marked “01”
is displayed on the transmitter side in Fig. 9. The transmission
frame displayed at this time is shown on the left side of Fig. 11(a).
Here, the data block d(i) = [1,0,0,1,1,0,1, 1] is transmitted.
On the other hand, the receiver camera takes a picture of the line
marked “01” in Fig. 10, as shown on the right side of Fig. 11(a).
As can be seen from Fig. 11(a), the LED array is not captured
in the line taken at this time. This means that the data block
d(i) =11,0,0,1,1,0,1,1] is not acquired by the receiver.

Next, we focus on the time period when the 4th transmis-
sion frame marked “04” shown in Fig. 9 is displayed. The
4th transmission frame displayed is shown on the left side
of Fig. 11(b). In the 4th transmission frame, the data block
d(i) =11,1,1,0,0,0,0,1] is transmitted. The receiver takes a
picture of the line marked “04” in Fig. 10, as shown on the
left side of Fig. 11(b). Now, the receiver starts to capture the
LED array part in the image. The signal is received in the line
marked “04,” meaning the datablock d (i) = [1,1,1,0,0,0,0, 1]
is acquired. In the above description, the 4th frame was captured
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in line “04.” However, the 4th frame is not necessarily captured
in line “04” because the transmitter and receiver communicate
asynchronously. If the start shooting time shifts slightly, the
frame will be shot in another line such as 05 or 06. This is the
reason why we vertically divide the transmitted frame. Although
the captured line could fluctuate up and down, the received signal
remains the same by dividing the transmission frame vertically.

Then, we focus on the moment when the LED array switches
from the 4th to the 5th transmission frame. At this moment, the
receiver side captures the red line between lines 04 and 05, as
shown in Fig. 10. On the upper side of the red line, the data block
d(i)=11,1,1,0,0,0,0,1] is captured, and on the lower side,
thedatablock d(i) = [1,1,0,1,1, 1,0, 1] is captured. To recover
each data block, the receiver requires to divide the captured
LED array according to the red line. In addition to the red line,
there are several other areas that need to be divided, which
are indicated by yellow lines. These dividing lines are called
“boundary” in this study. For a certain LED display speed fy
and a certain camera’s shooting speed f, the interval between
adjacent boundaries is constant in a single captured image. Once
the interval of this boundary is measured, it can be used to divide
the captured LED array into the data block ranges. In this study,
we obtain the length of the interval in advance and use it as
known information. In addition, because the boundary interval is
constant, we can determine the position of all boundaries when a
reference boundary is identified. The following section describes
the method used to identify the reference boundary in detail.

Next, we focus on the time period when the 11th transmission
frame is displayed. At this time, the receiver is capturing the 11th
line, as shown in Fig. 10. At this time, the entire LED array has
been captured. In the captured image, the data blocks transmitted
from the 4th to 11th transmission frames are received.

Now, we focus on the time period when the 15th transmission
frame is displayed. At this time, all the lines of the first image
are captured. However, it does not mean that the camera starts to
capture the second image immediately. As shown in Fig. 9, there
is a waiting period to read out the image after the exposure time.
During this period, the camera does not expose. This means
the receiver loses the signal transmitted from the 16th to the
20th transmission frames. The length of the waiting time varies
depending on the kind of image sensor.

Finally, we focus on the time period when the 21st trans-
mission frame is displayed. As shown in Fig. 9, the timing for
displaying the 21st transmitted frame is the same as the timing
for capturing the second received image. In other words, when
the first transmission frame is displayed, the first line (“01”) of
the first received image is captured. When the 2 1st transmission
frame is displayed, the same area as the first line (“01”) of
the second received image is captured, and so on. In short, the
position of the boundary of the received image does not change
until we stop shooting pictures.

C. Trimming the LED Array Points

In this section, we describe the method to trim out the portion
of the LED array from the captured image. Because the intended
communication environment is a public road, the ambient light
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Fig. 12.
visible.

Example of captured image(P(j)). Reflected light from cars, etc. is

reflected from guardrails and cars is captured as noise. In addi-
tion, the position of the LED array between successive frames
fluctuates significantly in a moving environment. To demodulate
the transmitting signal correctly, it is necessary to eliminate the
noise and track the LED array from a single captured image.

First, we set a short exposure time (¢ ) to reduce the impact of
the ambient light. An example of the captured image is shown
in Fig. 12. As one can see, we eliminate most of the effects
of ambient light. To remove the remaining noise, we use the
first-order differential filter for the captured images. The process
of first-order differential filtering is as follows. We first convert
the captured image to a grayscale image. The pixel values of the
converted image are represented by a two-dimensional matrix.
Let P(j) denote the matrix of the j-th captured image from the
received image sequence. Let U and V' denote the number of
pixels in the vertical and horizontal directions, respectively. The
grayscale value of the pixel in the u-th column and the v-th row
is represented by P, ,, (), and the P(j) matrix is represented as
follows.

Po,o(4) Py1o(7) Py_1,0(5)
, Poa(j)  Pra()) Py-1,1(7)
Pov-1(j) Prv-1(j) Py_1v-1())

&)
Let P,(j) and P,(j) denote the horizontally differentiated and
vertically differentiated matrices of P(j), respectively. The u-th
element from the top and the v-th element from the left of these
two matrices are obtained as follows.

Pouw(§) = Pur1,0(j) = Pu-1,0(4) (6)
Py,u,v(j) = PUA,UJrl(j) - Pu,v—l(j)- (7)

Let P’(j) denote the edges matrix of the captured image P(j),
and P’(j) is calculated as follows.

Poo(i) =V (Poao ) + (Pran )% ()

The calculated edges image of the captured image is shown in
Fig. 13. As shown in Fig. 13, after the first-order differential
filtering, we almost remove the noise from the captured image.
Finally, we search for the element in P’(j) that is greater than a
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Fig. 13. Example of extracted edges from a captured image(P’(j)). We can
confirm that the noise has been eliminated.

threshold and record the coordinates. Let Zjef; and g denote
the coordinates of the left and right edges, respectively. Let ¥op
and Yporom denote the coordinates of the left and right edges,
respectively. The image matrix with only the LED array part is
denoted by F(j), and E(j) is expressed as follows.

lecﬂ;ymp (]) Pzrighl-,yu)p (])
E(j) = o : O
PJL’Iefn’ybouom (]) e Pﬂ?righuybonom (])

D. Pilot Sequence Reception Image Identification

After tracking the LED array from the captured image, we use
the pilot sequence to identify the location of the boundaries and
detect the beginning position of the data sequence. To identify
the images of the pilot sequence from all captured images, we
generate a composite image S’(j) by adding the pixel values of
two captured images together and dividing by 2 as follows.

S(j) = P) + 5(] +2)
Then, we generate S(j) by trimming the LED array part from
S’(7) using the same process of the generation of F (). Finally,
the smoothing process is performed to smooth the generated
S(j). The kernel K, used in this process is defined as follows.

1 . 1

(10)

Do (a x a matrix), 1D
1 - 1
where a indicates the size of the kernel, and « is calculated as
follows.

P Tright — Lleft ) (]2)
8

We show 6 consecutive received images in Fig. 14. First, we
describe the cases 7 = 1 and j = 2. If one of the images, which
is used to composite, is captured from the data sequence, the
brightness of the smoothed image S(j) will be uneven. An
example of this result is shown in Fig. 15(a). However, when
we composite two images captured from the pilot sequence,
the luminance of the smoothed image S(j) is flat. An example
of this result is shown in Fig. 15(b). Based on this feature, the
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Fig. 14. How to combine images. The images are generated by matching the
luminance by skipping one by one as shown in the circle.

(a) data sequence

(b) pilot sequence

Fig. 15. Left image is the composite image shown in Fig. 14, and the right
image is the blurred image. The composite image of the pilot sequence shows
no unevenness in luminance.

standard deviation of the pixel values of each image is calculated
to identify the pilot sequence images.

E. Segmentation of the LED Array in the Received Image

As we described above, the trimmed LED array is further
divided into the ranges that represent 1 b of data. An example of
dividing a data sequence image is shown in Fig. 16. In this study,
we vertically divide the LED array into 8 columns to transmit 8
bits in a transmission frame. Therefore, the LED array captured
in the image also needs to be divided into 8 equal parts. As
described in Section IV, the boundary (horizontal yellow line)
fluctuates up and down depending on the timing of the camera’s
shooting started. To locate the position of each boundary, a
reference boundary is required to be identified from the captured
image.
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Fig. 16. Example of image segmentation for a certain data sequence.
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Fig. 17. Boundary identification methods. The luminance within the range is

checked in order from the top to search for areas where dark lines are captured.
Since there are no bright pixels in the red box, this is where the dark lines were
taken, and the upper edge of the red box is used as the reference boundary.

The proposed method uses the captured images of the pilot se-
quence to identify the reference boundary. In the pilot sequence
image, bright and dark lines are alternately captured at certain
intervals. As an example, a portion of the pilot sequence image,
when the LED display speed is set to 1,000 Hz, is shown in
Fig. 17. In this image, the bright and dark lines are switched
every 106 pixels, which is measured in the advanced process.
The first step is to find where the dark rows were captured. We
search for rows in the range of 1 to 106 pixels, and if a pixel
is larger than a certain luminance value, then search for rows in
the range of 2 to 107 pixels. As shown in Fig. 17, because bright
pixels exist in the blue box, the search area is moving down.
When the red box is searched, there are no bright pixels within
the search area. Here, the upper edge of the red box is specified
as the coordinates of the reference boundary.

F. Data Demodulation

The LED array in the received image is divided into a range of
1b, as showninFig. 16. The average brightness is then calculated
for each range, and the value between the highest and lowest
values is used as the threshold value. The threshold value is
calculated for each received image. Finally, we recover data for
each range based on threshold discrimination and calculate the
number of error bits. In this study, the lost transmission frames
that are not captured in the image are not accounted for in the
bit-error rate (BER) calculation.
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Fig. 18.  Relationship between an LED array’s captured area and its exposure
time in the rolling-shutter-based VLC system.

V. DATA RATE IN ROLLING-SHUTTER-BASED VEHICLE VLC

In this section, we perform a systematic analysis of the data
rates of the proposed scheme. In this study, we divide the data
rate into two categories: the data transmission rate and the data
reception rate.

Here, we explain the data transmission rate first. In this study, a
transmission frame (i.e., one blinking pattern of the LED array)
transmits n bits of data and the LED array transmitter blinks
transmission frames at f; [Hz]. Let Ryqns [bps] denote the data
transmission rate, Ry, 1S calculated as follows:

Rtrans =n-: fd-

The Ryans depends on the flash frequency of the LED array
transmitter and the number of bits transmitted in a transmission
frame. The value of Ry, 18 not related to other factors.

In the rolling-shutter-based VLCs, the data reception rate
varies at different communication distances. This is mainly
because the area of the LED array captured in the image varies
at different distances. Considering an image is captured at a
certain time (i.e., the camera’s shooting speed f; is fixed), the
different captured LED array areas mean the exposure time of
the LED array in the image is different. As shown in Fig. 18,
assume that the vertical length of the LED array captured at d
[m] is hg [pixel]. The height of the entire captured image is
H [pixel]. Let tyray denote the captured LED array’s exposure
time. Let {cypo/img denote the exposure time of the entire image.
The relationship between tuyay and teypo/img are expressed as
follows:

13)

@ _ tarruy . (14)
H texpo/img
The LED array switches transmission frames at f; [Hz], mean-
ing n bits of data takes fd’1 [s] to send. During the LED array’s



7302811

exposure time (fray ), the number of transmission frames that the
camera could capture is taray/ [ L. For objective purposes, we
round down the value of #,r,y / fd’l, and calculate the received
number of bits in the image, which is denoted by Nyt /img» a8
follows:

tarra hd * texpo/im:
Nbits/img = LffJ = \‘I{p/g : fdJ -n.  (15)
d

For example, if tyry = 10.1 [ms] and fd’1 = 1 [ms], we
approximate the number of received transmission frames in the
captured image to be 10 (=|10.1/1]).

The camera’s shooting time (7}.) of a frame equals the entire
exposure time (fexpo/img) Plus the frame’s readout time (7)) as
follows:

T. = texpo/img + T, = f:l (16)

Let Ry denote the data reception rate at d [m], and Ry is
calculated as follows:

ha - tcxpo/img )

Riee = Nbits/img/Tc = \‘ I7i

fdJ “n- fso (17)
In the experiment, fg, texpo/img> H, and fs are constant param-
eters, therefore the data reception rate (R,.) varies depending
on the parameter hq. Let haray [m] denote the physical vertical
length of the LED array. Let Fj.,s [mm] denote the focal length
of the camera’s lens. We calculate hy [pixel] as follows:

harray : -Flens
d -k,
where k, [pm] denotes the vertical size of a pixel. Taking (18)

into (17), we have the relationship between the data reception
rate (R.) and the communication distance (d) as follows:

harra : Fiens -t X im,
Rrec{ ydk .ZIPO/ g'fdJ'n'fs~ (19)

ha = (18)

Finally, the relationship between the data reception rate (Ryec)
and the communication distance (d) is summarized in (19).

VI. VEHICULAR VLC EXPERIMENT

In this study, we conducted the roadside-to-vehicle communi-
cation experiment to evaluate the performance of the proposed
system model. The specifications and results of the experiment
are described in this section.

A. Experimental Specifications

Here, we describe the experimental setup. The experimental
specifications are listed in Table I. We conducted the experiments
in outdoor environments as shown in Fig. 19. In this experiment,
the LED array transmitter was set in front of the forward direc-
tion of the vehicle. We faced the LED array’s light-emitting
part to the receiver camera’s lens in the moving vehicle. The
vehicle was driven straight toward the LED array transmitter
and received VLC signals using an RS image sensor. The LED
array has 16 x 16 LEDs arranged in a matrix and the size of the
light-emitting matrix is 48 cm x 48 cm. We vertically divided
the LED array into 8 columns and transmit 8 bits of data using

IEEE PHOTONICS JOURNAL, VOL. 15, NO. 4, AUGUST 2023

TABLE I
EXPERIMENTAL SPECIFICATIONS

Experimental environment Outdoor

Transmitter a 16 x 16 LED array

Size of the LED array 48 cm X 48 cm

Number of bits a frame transmits (n) 8 bits
Blinking frequency (fq) 1,000 Hz
Receiver Camera U3-3890SE-C-HQ
Image sensor resolution 3,000 x 4,000

Shutter type Rolling shutter

Pixel size 1.85 pm
Camera shooting speed (1¢.) 25 fps
Exposure time 40 ps
Focal length 35 mm
Vehicle speed 10, 15, 20, 25, and 40 km/h
Communication distance 5.0-70.0 m

Direction of

Transmitter | | Movement

Receiver

Fig. 19. Experimental scenery.

a transmission frame (i.e., 8 bits in a blinking pattern). The
blinking frequency of the LED array was set to 1,000 Hz.

The receiver camera used in this study is IDS peak U3-
3890SE-C-HQ with a 3,000 x 4,000 RS-type image sensor. The
pixel size of the image sensor is 1.85 um. We set the camera’s
shooting speed (fs) to 25 fps and the exposure time per scan
line (71%) to 40 us. The focal length (Fieys) of the camera lens
that we used was 35 mm. During the experiment, the receiver
camera is manually held in the vehicle. We drove the vehicle
at a constant speed toward the LED array and captured the
blinking of the LED array. Before the general roads experiment,
we first conducted test experiments on a closed road section
at the Nagoya University Higashiyama Campus and success-
fully received the VLC signals. Due to the speed limitation at
the campus, the vehicle speeds (a.k.a receiver speeds) in test
experiments were set to 10, 15, 20, and 25 km/h. To achieve
the research target of this study, we then conducted the VLC
experiment on the urban ordinary road. The speed limitation of
the experiment road is up to 40 km/h. Because the feasibility of
the proposed scheme at low vehicle speeds was confirmed and
to circumvent the safety issues associated with driving at turtle
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Fig. 20. Relationship between receiver speed and BER.

speeds on general roads, we conducted the VLC experiment at
a constant speed of 40 km/h. The experiment was conducted
during the daytime and the weather was sunny. To consider the
impact of the vehicle vibration and surrounding environment
changes, all the experiments were conducted multiple times at
the same vehicle speed. Finally, we measured the average BER
at each speed to evaluate the demodulation performance of the
proposed system.

B. Communication Performance Evaluation

We illustrate the BER plotted against the receiver speed in
Fig. 20, revealing that the measured BER ranges from 0.002
to 0.008, regardless of the vehicle’s speed. In this study, the
transmitted signals were solely modulated by OOK. We believe
that demodulation performance could be improved by incorpo-
rating error-correcting code such as convolutional code [26]. In
addition, the decoding accuracy could be improved by using the
normalization operation for the received LED luminance, which
could be referred to in [27].

Let us now delve into the reasons for the demodulation errors.
We believe that there are two causes of bit errors. The first is the
LED array’s inadequate trimming or division. To analyze the
demodulation errors that occur due to inadequate trimming or
division of the LED array, we model the experimental scenario
as shown in Fig. 21. In this study, we consider the case where
the vehicle drives straight toward the LED array transmitter. As
shown in Fig. 21, the camera captures the first row and the last
row of the LED array with a time interval (At [s]) due to the RS
effect. Let Syenicle [m/s] denote the driving speed of the vehicle.
The vehicle moves Syepicle - At [m] forward during the exposure
time of the LED array. In this case, the distance between the LED
array and the camera gradually decreases, resulting in the area
of the LED array captured on the image gradually increasing.
As a result, the captured LED array becomes a trapezoid shape
as shown in Fig. 21. With increasing the driving speed Syehicle,
the camera captures more severe distortion of the LED array.
Because the receiver trims and divides the LED array based on
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Fig. 21.  Capture the LED array during the experiment.

the assumption that the captured LED array was square, the dis-
tortion of the captured LED array could cause the division error,
thus negatively affecting the demodulation result. A potential
solution to address the inadequate trimming or division problem
is to incorporate perspective transformation into the decoding
process. The perspective transformation (a.k.a Homography)
is related to the change of the object in different shooting
perspectives. It can transform the distorted trapezoidal LED
array into its original square shape, thus improving trimming
accuracy and increasing demodulation performance.

The second cause of demodulation errors is the suboptimal
threshold value optimization. This is also mainly because of
the inadequate trimming or division problem. In this study, we
calculate the average brightness for each area that represents
1 b of data as shown in Fig. 16. The trimming or division
issue makes the detected 1-bit area and the calculated average
brightness value inaccurate, thus causing the demodulation error.
The potential solution to this issue is to improve the trimming and
dividing accuracy by incorporating perspective transformation
as described above.

The proposed method is expected to achieve V2X VLC when
the vehicle speed is further increased. As mentioned above, the
RS image sensor takes a long time to capture an image. When
the receiver speed exceeds 40 km/h, the position of the LED
array changes significantly in consecutively captured images.
To address this problem, the proposed method identifies and
trims the position of the LED array from a single captured
image. We also set the exposure time per scan line to a short
value (40 ps) as a solution to receive VLC signals in high-speed
moving environments. Thanks to the high signal-to-noise ratio
characteristics of the VLC system, setting a short exposure time
could significantly reduce the impact of the background in a
high-speed mobile setting. We consider the optimization for the
exposure time in the proposed vehicle VLC systems as future
work. In this way, our system is expected to remove noise and
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experiment.

track the LED array transmitter correctly when the vehicle speed
is 50 or 60 km/h.

Finally, we provide some information about the data reception
rate (i.e., the maximum/minimum data rate) in the experiment.
We measured the data reception rate (Ry..) at different com-
munication distances (d) using the experimental parameters
listed in Table I. Assume that the readout time (7}.) shown in
(16) is small enough to be neglected, the exposure time for
an entire image (fexpo/img) 1S considered to be approximately
equal to the camera’s shooting time (7). In the experiment, the
communication distance ranges from 5.0 m to 70.0 m. Taking
these parameters into (19), we have the relationship between
R and d, as shown in Fig. 22. As one can see, the maximum
data reception rate (R..) is achieved when d = 5.0 m, and R
reaches its minimum value when d is over 61.0 m. The maximum
and minimum values of R, in this experiment are 4,800 bps
and 200 bps, respectively.

VII. CONCLUSION

This paper presents a V2X VLC technique that utilizes an RS
image sensor to operate in dynamic settings. The experimental
results demonstrate that we were able to establish a VLC link
between aroadside LED array and a vehicle traveling at 40 km/h.
Due to the variability in the vehicle speed and the shooting speed,
the positional relationship between the transmitter and receiver
fluctuates significantly in the images captured continuously. As
a solution, the proposed system tracks the LED array component
in each captured image. Additionally, the short exposure time
per line of the RS image sensor is utilized to detect signals from
high-speed blinking LEDs in mobile settings. The proposed
approach was verified in roadside-to-vehicle communication
experiments with a BER on the order of 1073, We anticipate
that this method can be applied to most urban roads. Future
research will concentrate on enhancing the tracking precision of
the LED array transmitter in high-speed mobile settings.
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