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Dim and Small Target Detection Based on
Spatio-Temporal Filtering and High-Order
Energy Estimation

Fan Xiangsuo“, Qin Wenlin

Abstract—To improve the detection ability of infrared dim and
small targets in complex cloud backgrounds, we present a novel
method based on motion energy estimation. First, according to the
characteristic of the gradient between the target and the back-
ground, we propose a new diffusion function and combine with
the gradient difference to complete the background suppression.
Then an improved high-order correlation algorithm is proposed to
enhance the target signal through the motion correlation properties
of the target, which build the gradient difference discrimination
model between the target and four adjacent directions to establish
the region of interest model, then realizes the high-order energy
enhancement of the region of interest and further eliminate the
clutters at the same time. Finally, the motion model of the target in
the inter-frame spatial-temporal domain is constructed to estimate
the motion direction of the target, then realizes the target energy
accumulation along the motion direction and obtains the maximum
energy of the target to detect the real target. In the experiment, we
select six scenes for testing, the experimental results show that the
proposed method has an excellent detection performance compared
with six traditional detection algorithms in infrared dim and small
target detection.

Index Terms—Background estimation, dim and small target,
high-order energy correlation, kernel diffusion filtering, motion
estimation.

1. INTRODUCTION

HE detection of the dim and small target in complex cloud
backgrounds is crucial to enhance the long capture capa-
bility of optoelectronic detection systems, and a low detection
accuracy will greatly limit the detection performance of the
system. Due to the long distance between the infrared imaging
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equipment and target, the target usually is a bright spot with no
obvious shape and relatively weak energy on the image [1]. Inter-
ference from the complex clouds or sea background clutters can
easily cause the target signal to be drowned in the background
clutters [2], therefore it makes the detection of weak IR targets
tricky. How to better identify and extract real targets from IR im-
ages has been a hot research topic among experts and scholars for
many years, and many infrared small target detection algorithms
were proposed by the researchers at home and abroad in recent
decades. Generally, the mainstream detection algorithms can be
divided into three categories: background-modeling-based de-
tection algorithms, visual-saliency-based detection algorithms,
and deep-learning-based detection algorithms.

The background modeling-based method is to first utilize the
image filtering algorithms to estimate the background of the
input image, then subtracting the background estimation result
from the original image to obtain the difference map, finally, the
detection of weak targets can be completed by threshold segmen-
tation of the difference map. The main filtering methods include
median filtering [3], Top-hat filtering [4], two-dimensional least
mean square filtering [5], bilateral filtering [6], [7], anisotropic
filtering [8], [9], and so on. For example, Huang proposed a
approach based on density peaks searching and maximum-gray
region growing, this method achieved good results [10]. The
Top-hat transform is widely used in the field of weak target
detection because of its execution efficiency and filtering ef-
fect. Such as Bai [4] improved the traditional Top-hat filtering
algorithm by using two different scales of structural elements
to construct a ring-like structural element, compared with a
single structural element, the ring-like structure element enjoys
a higher adaptive capability and better background prediction
effect, but it is susceptible to high-frequency interference and
leaves numerous false alarms. Bae proposed an adaptive step
size TDLMS algorithm for the shortcomings of the traditional
TDLMS algorithm [5], the step size was adjusted according
to different regions, and the background prediction effect of
the algorithm was significantly improved, but the algorithm
was limited in the scenes with low SNR. Bilateral filtering
can highlight the target signal while preserving the background
edge information of the image well, such as Qin [6] introduced
the local statistical characteristics of the image to suppress the
background based on traditional bilateral filtering, and Zeng [7]
added a filter template to the traditional bilateral filter to estimate
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the background, both approaches obtaind a good prediction
performance, which can detect the target signal effectively,
however, the bilateral filtering algorithm resides more clutter
interference in the complex background. Because of the better
directional gradient properties, anisotropy filtering can be used
for background suppression of the image, but the traditional
anisotropy algorithm has large limitations [11]. Zhang [12]
improved the traditional anisotropy algorithm by analyzing the
characteristics of infrared images, and used a small diffusion
coefficient to suppress the background, a larger diffusion coeffi-
cient for the target region, which can effectively distinguish the
target region and background region, but for the case that the
gradient between target and background is close, the algorithm
has a poor suppression effect; to solve this problem, Ling [13]
proposed the S-type diffusion function and used the nuclear
anisotropic diffusion model to suppress the background, a better
background suppress effect is achieved, but the energy of the
target is seriously weakened; Li [14] improved the diffusion
function, but there is more edge residuals in the difference map,
that is not conducive to further detection. The above algorithms
can realize good background prediction in stable backgrounds,
however, the background of the images in real life are complex,
and the grayscale changes are drastic. So it is difficult for a
single algorithm to get an ideal result, and often requires several
algorithms to complete the target detection.

Visual saliency-based detection methods guide a new direc-
tion for weak target detection. The contrast of local regions
in infrared images is a measure of the difference among the
backgrounds and targets. Therefore, some researchers have per-
formed small target detection based on contrast difference. For
example, Guan proposed a detection method which combines
the Gaussian scale-space and enhanced local contrast measure
to enhance the small target and suppress background [15], the
method is robust for different clutters, Chen [16] proposed the
local contrast measure (LCM) algorithm, but the traditional
LCM algorithm detects weak targets with the assumption that
the target grayscale is higher than the background grayscale,
which has a limited ability to suppress background. Wei [17]
proposed the Multiscale patch-based contrast measure(MPCM)
algorithm, which has a good detection performance in high-
contrast scenes, but it easily smoothes out the target signal in
complex backgrounds. Han [18] proposed the TLLCM (Tri-
layer LCM) algorithm, which calculates the local contrast before
the target enhancement, so that it can effectively discriminate the
target from the background, but this algorithm can not detect
the target when the target gray level is relatively low, then
leading to detection failure. Mu [19] improved the TLLCM
algorithm and proposed Tri-layer template local difference
measure(TLLDM), which has a excellent target enchancement
performance. Moradi [20] proposed absolute directional mean
difference(ADMD) method, in general, the gray value of the
target region is higher than background region, then the mean
difference between the target region and the background region
is larger, while the non-target region does not have this property.
ADMD can effectively enhance the target region by construct-
ing the mean difference between the target region and the its
eight neighborhood directions, selecting the minimum value to
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remove the background noise while enhancing the target region.
It is different from the previous works which only took one pixel
into account, the ADMD considered the local region of target,
it can effectively avoid the false detection. This algorithm has
a high execution efficiency, and it is suitable for practical ap-
plications because it can achieve considerable detection results
in most scenes. The visual-saliency-based detection method
generates different degrees of false alarms, and the application of
such algorithms to practical engineering applications has certain
limitations, which require further optimization and improvement
of the algorithm.

In addition to the two types of the mainstream detection
methods mentioned above, there are many deep-learning-based
detection methods for infrared small targets developed in re-
cent years [21], [22], [23]. For example, Cai [24] proposed
an algorithm based on a two-channel feature-enhanced inte-
grated attention network for the small target detection, Ma [25]
presented a weak target detection method which based on the
SSD networks, and Cai [26] proposed a detection approaches
based on YOLO-FCSP network, deep-learning-based detection
methods improve the detection accuracy to some extent, these
methods require extensive training samples to learn the features
of small targets. However, they face problems such as lack of
datasets and complex background interference. When image
contains the dynamic change background, the parameters of the
trained model will change correspondingly and the detection
accuracy will be degraded, it is hard for the deep learning model
training to fully learn the characteristics of infrared small targets.
Moreover, the training of samples also takes some time and has
high hardware requirements.

Although most of clutters are removed by the background
suppression, the energy of the target is weak and a small amount
of clutters residual in the difference map. To enhance the en-
ergy of the target, the clutters can be suppressed again and
the SNR of the image can be further improved. Researchers
have proposed energy enhancement algorithms, for example, the
higher-order accumulation algorithm can effectively enhance
the target signal based on background suppression, but the
traditional high-order correlation algorithm only considers the
space domain information and does not fully consider the time
domain information, and the enhancement effect achieved is
less satisfactory. Wang [27] improved the traditional high-order
correlation algorithm by using the method of interframe cor-
relation for energy enhancement, and the algorithm can im-
prove computing efficiency effectively. Tang [28] proposed an
algorithm based on the combination of morphological filtering
and high-order statistics, using the double-structured element
to suppress background clutters, and combining the third-order
statistics as a statistical criterion for the image segmentation, to
complete the detection of infrared small targets. However, these
algorithms have significantly lower energy enhancement effect
when facing complex backgrounds.

In summary, the small target detection methods mentioned
above achieve better detection results in the scenes with smooth
background, however, the traditional background prediction
methods cannot simply rely on improving a specific background
suppression algorithm to achieve detection of weak targets in the
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complex and variable scenes; the background prediction only
retains the target and does not enhance the target. Therefore,
based on the analysis of the traditional background prediction
methods facing the lack of complex background suppression,
this paper presented a new method and its main contributions
are as follow:

1) Combined the gradient property between the target and
the background with the diffusion function can effectively
suppress the image background. This paper improves the
anisotropic filtering algorithm and proposes a new dif-
fusion function, then we utilize the proposed function
combine with the gradient difference between pixels to
suppress the background, and the proposed diffusion func-
tion has a stronger background suppression ability.

2) After the background suppression, most of background
clutters is removed, but the energy of the target is also
weakened. We add a gradient difference discrimination
model into the traditional high-order correlation energy
enhancement model. This model can further remove the
clutters and enhance the candidate target region.

3) Based on the above image pre-processing, we construct the
motion model of the target in the spatial domain to perform
the energy accumulation along the motion direction, then
finding a energy maximum value of the target to realize
the multi-frame correlation detection. The experimental
results show that our method can effectively suppress the
image background, improve the signal-to-noise ratio of the
image, and achieve the detection of weak infrared targets.

II. NEwW KERNEL DIFFUSION FUNCTION

In general, there is continuity between the background of the
IR images, while there is a significant difference between the
target and the background in local region, and this difference
between the target and the background can be used to distin-
guish the target from the background. Traditional background
suppression algorithms mainly utilize the filtering algorithms
to complete background modeling, such as Difference of Gaus-
sian filter(DoG) [29], which essentially is isotropic during the
filtering process, because the directionality is not considered in
the filtering process, all the pixels in the filtering window are
given the same weight, while the image details (such as edges)
have obvious directionality, if the same weight is applied to the
background details of the image, it may cause the loss of details
or blur the edges, even the position shifts. To overcome the short-
coming that the same direction weight values will blur the image
edges in the isotropic algorithm, Perona and Malik proposed an
anisotropic differentiation method, which controls the diffusion
intensity by a diffusion function that varies with the gradient of
the image. Because the gradients are different in different region
of the image, the weight values of the corresponding direction
will vary as the gradient changes. The essence of the anisotropy
algorithm is the diffusion function combined with the gradient
difference to smooth the image background, and then achieve the
purpose of background suppression. The key is how to smooth
the image by the diffusion function after calculating the gradient,
to preserve the target and remove the background clutter at the
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same time, so the selection of the diffusion equation is also
important. The diffusion function given in the literature [11]
has a larger coefficient in background region with a small
gradient, and the coefficient is smaller in target region with a
large gradient. However, the ability of background suppression
of the function is insufficient in the complex infrared images. So,
Zhang [12] proposed another diffusion function, the function has
aexcellent background suppression performance in smooth area
of images, due to the difference of gradient between the target
and edge contours is not clear in the scenes which have more
cloud edge contours, there is more edge clutters retained in the
difference map. Then Li [14] proposed a new function which
has a stronger background suppression ability, but the target is
easily smoothed in the scenes which have more edge contours
and cause the detection failure. What the shortcoming of above
diffusion function is that it is hard to distinguish the target from
the background, because the gray value between the target and
edge is closely in the scenes with more edge contours. Therefore,
based on the above analysis, we proposed a new function which
can effectively discriminate the target from the background, the
expression of the function is as follow:

1
1+ 1/[exp((VI)?/k) — 1]

where, C' is the diffusion function, VI is the gradient between
the pixels, and k is a constant. To calculate the gradient between
pixels, the expression can be defined as follow:

Vn :I(Zvj) _I(i_suj)
Vs :I(i7j) _I(i+57j)
Vw =1(i,j) —I(i,j —s)
VE :I(Zvj) _I(iaj"_s)

where, I is the input image, I(7, ) is one pixel value of the
image, s is the step size. We select I(i,j) as the reference
pixel, and take its four-neighborhood, the gradient between the
reference pixel and the upper direction is denoted as V , the
gradient between the reference pixel and the lower direction
is denoted as Vg, the gradient between the reference pixel
and the left direction is denoted as Vyy, the gradient between
the reference pixel and the right direction is denoted as V.
Substituting gradient into the diffusion function proposed in this
paper to calculate the coefficient of corresponding direction:

Cn = 1/[1+1/[exp((Viy)?/k) — 1]]
Cs =1/[1+1/[exp((Vs)*/k) — 1]
Cw =1/[1+1/[exp((Vw)?/k) — 1]]
Cp =1/[1+1/[exp(Vp)*/k) —1]]

where, C'y, Cg, Cyw, Cg represents the diffusion coefficient
of direction of upper, lower, left and right, respectively. k is
a constant and k£ = 200 is taken in this paper. We combine the
diffusion coefficient with the gradient of corresponding direction
for weighted summation, and obtain the result of anisotropic
background suppression:

C(VI)

ey

2

3

1
DI:ZX(ON*|VN|+CS*|VS|+CW*|VW|
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Inabove equation, |V x|, [Vs|, [Vw |, |V g| denotes the gradient
between the center pixel and the four directions of upper, lower,
left and right in the neighborhood, respectively. D represents
the corresponding difference map of original image.

III. IMPROVED HIGH-ORDER ENERGY CORRELATION
ENHANCEMENT AND MULTI-FRAME CORRELATION DETECTION

A. Improved High-Order Energy Correlation Enhancement

After the process of background suppression, most of the
clutters interference is suppressed, and the energy of the target
is also weakened, which is still in a relatively weak state. Since
in addition to the target, there is a small amount of noise in-
terference on the differential image. If the energy accumulation
method of frame accumulation is used directly, the target energy
can be increased, while the clutters energy will be enhanced,
too. It might cause the enhancement magnitude of the clutters
exceed the enhancement magnitude of the targets, which is not
conducive to the subsequent detection. In order to effectively
increase the target signal in the region of interest, an improved
high-order energy correlation enhancement algorithm presented
in this paper, which first establishes the discriminative model
of the saliency region, and the gradient difference between the
target region and its local region in four directions is used to
establish the saliency region, if the current image pixel is located
in a region with gradient difference in three or four directions
greater than the threshold, the area can be considered to contain
the target, and the target would be retained as a candidate
area of interest, and then utilizes high-order energy correlation
to enhance the energy for the saliency region. The difference
between the algorithm in this paper and the previous work is
that this paper constructs the mean difference between the target
region and its four neighborhood directions, and if there are three
or four directions with the mean difference larger than a preset
threshold, the region is considered as a candidate target region,
and a higher-order correlation algorithm is used to perform the
enhancement of the target region.

The high-order correlation mainly uses the correlation prop-
erty of the target energy between frames for energy enhance-
ment, and the corresponding expression is as follows [30].

i=lv| j=|v|

Y,y ta)=g | Y > f@yta)f(@+iy+j tng1)
i=—|v| j=—|v|

&)
where v is the size of the target neighborhood, 7, j represents
the pixel neighborhood coordinates, Y (x,y,t,) denotes the
correlation of the target point at current moment n and the next
momentn + 1, f(z,y, t,) indicates the pixel value of the target
atn, f(x +14,y + j,tny1) represents the neighborhood of the
targetatn + 1, (z, y) denotes the coordinates of the center pixel.
The first-order correlation can be obtained by accumulating the
product of the frame and the next frame. According to such an
idea, the target energy can be effectively enhanced by using the
correlation of multi-frame images. The specific formula can be
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expressed as [30]:

i=lv] i=v|

S Y YO (a,y,t,)Y Oz + 14,

i=—|v| i=—|v|

Y (z,y,t,) = g{

Y+ jv tn+1):|
(6)

where (1) (x,y,t,) represents the result of first-order correla-
tion in above equation.

The specific approach is to first build a central neighborhood
block centered on the position of the target point at n moments,
then select neighborhood blocks of the same scale in the four di-
rections of the neighborhood of the central neighborhood block,
calculate the mean value of these neighborhood blocks and the
gradient between the mean value of the central neighborhood
block and the mean value in the four directions, sort the gradient
in the four directions, if the gradient in three or four directions
is greater than a predetermined threshold, the image pixel is a
candidate target, and the high-order correlation process is carried
out to multiply the neighborhood of the current target point in
the next frame with the image pixel value of the current image
target point, so that the time domain information of the current
frame is retained in the next frame, then the target energy is
enhanced and the grayscale value is normalized at the same time;
if the gradient of the image pixel does not meet the threshold
judgment condition, the image pixel can be considered as noise.
Specifically, see (7)—(9).

L/2 L/2
> X fli+mj+n)
m=—L/2n=—L/2
—(L+1)/2 L/2
up= > [fli+m,j+n)
m=—3L+1)/2n=—L/2
(3L+1)/2 L/2

down = > >

m=(L+1)/2 n=—(L/2)

mid =

fli+m,j+n) (7

L)2 —(L+1)/2
left= 5 fli+m,j+n)
m=—(L/2) n=—(30+1),/2
L/2  (3L+1)/2
right = > fa+m,j+n)

m=—(L/2) n=(L+1)/2

In above equation, f is the difference image. 7, j represents
the coordinate of the pixel, L is the space neighborhood radius
of the target. mid denotes the neighborhood of the target, and
up, down, left, right represents the neighborhood of target
neighborhood in its four adjacent directions, respectively.

di = 77 X |mid — up|

dy = 77 X |mid — down|

ds = 77 X |mid — left| @)
dy = 77 % |mid — right|

d=ldy do d3 dy
[d1 st mins d2nd min] = sort(d, ascend)

In above equation, dy, do, ds, d4 is the gradient between the
central neighborhood and its four adjacent directions. d records
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Fig. 1. The 12 motion models used in this paper.

the value of dy, do, d3, d4, respectively.

targetl = f(i, . tn)
target2 = f1(i+m,j +w,tpi1)
Zf dlst?min > T|d2nd7min > T

Result(i, j,tn) = E_: z_: targetl x target2 ®)

m=—r w=-—r

else
Result(i, j, tp,) =0

In above equation, target] represents the location of the target
at time n, target2 represents the location of the target at time
n + 1.ris the search neighborhood radius of the target. d1s:_min
represents the minimum value after sorting from small to large in
the four directions of d, d2,q_min represents the second smallest
value after sorting from small to large in the four directions of
d. T denotes the threshold of the gradient, and the selection
of threshold is crucial. If the threshold is too large, the target
will be filtered out, while if the threshold is too small, the
noise interference can not be effectively suppressed and lead
to detection failure. Result(i,j,t,) is the result of high-order
correlation.

B. Multi-Frame Correlation Detection Based on Motion
Estimation

The target image obtained after the high-order correlation
energy correlation enhancement still remains a small amount of
noise, in order to distinguish the target from noise, the motion
continuity of the target in the time domain and the randomness of
the noise appearance are mainly used to effectively distinguish
the target. Considering that the target’s moving speed v is less
than 2 pixel/s in the long-distance imaging process, and consid-
ering the out-of-focus phenomenon caused by the influence of
atmospheric aerosols in the imaging process, 12 motion models
are constructed and shown in Fig. 1, which make full use of the
motion characteristics of the target in the spatial and temporal
domains, and finally extract the real target by finding the energy
maxima of the target motion in the 12 motion models. Where
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the continuity of target motion between frames is taken into
account in the first four of these models, and the last eight motion
models consider the spatial motion characteristics caused by
the irregularity of target scale. The motion estimation algorithm
proposed in the paper is based on the following assumption: the
motion direction of the target is known, and the corresponding
movement is done according to different motion models, and if
the motion model is consistent with the motion direction of the
target, the energy of the target will be further enhanced during the
motion process from the current moment to the next moment.
Based on the above hypothetics, the idea of the multi-frame
detection algorithm based on motion energy estimation proposed
in the paper is as follows: based on the high-order energy
correlation enhancement in Section III-A, the result of energy
enhancement is multiplied by different motion models, and the
detection of the real target is achieved by finding the energy
maxima. The specific formulation is as follows.

m=2 n=2

felz,y,t) = > > Ti(x,y) X Folz +m,y+n,t;)

m=—2n=-2
m=2 n=2
e,y tiv)= > > Tw(w,y)x Folx+m,y+n,tiyr)
m=—2n=-2
m=2 n=2
e,y tive)= > >0 Ti(w,y)x Fo(x+m,y+n,tiyo)

m=—2n=-—2

p=r q=r
Ekl(mvyvt’i): Z Z fk‘(xay7ti)xfk(m+pay+Q7ti+1)
p=—rq=—r
p=r q=r
Ekg(l‘,y,ti): Z Z Ek:l(xayvti)xfk(x+p7y+qati+2)
p=-rq=-r

Ek3(x7y7ti):Ek2('r7 y?ti)/(L * L)
N

Ey =Y Eps(z,y,t;)
i=1

E, = arg maxEy

k=1,2,...,12

(10)

where, r denotes the search radius of the neighborhood. 7 =
1,2,..., N denotes the number of images, k = 1,...,12 rep-
resents the number of 12 different motion models, Ty (x,y)
represents 12 different motion models, Fy represents the energy-
enhanced image, t; represents the ith frame image, Fyq rep-
resents the result of performing high-order correlation on the
first two frames, Ejo represents the result of performing high-
order correlation on the first two frames and then high-order
correlation on the third frame, Fj3 represents the mean valur
of Eyo, Ej, represents the energy accumulation value along the
estimated motion direction, E, represents the energy maxima
of high-order correlation among the 12 motion models, and this
energy maxima corresponds to the motion pattern, which can
be regarded as the motion direction of the target in the adjacent
frames. In the case that there is the same energy maxima in the
12 models, we take an “AND” operation for the images to solve
this problem and then obtain the motion trajectory of the target.

IV. EXPERIMENT RESULTS

To quantitatively evaluate the background prediction effect of
the algorithm, SSIM (structural similarity), SNR (global signal-
to-noise ratio), and BSF (background suppression factor) are
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Step

Fig. 2. The relationship between the moving step and SNR.

used as evaluation index in this paper. SSIM is used to evaluate
the background prediction effect, and the larger the SSIM, the
better the background prediction effect. BSF is utilized to evalu-
ate the effectiveness of background suppression, and the higher
the index of BSF, the better the background suppression effect
of the proposed algorithm. The three indicators are calculated
as follows [14]:

(2urpr +€1)(20rF +€2)

SSIM = 1

W +1dre)h+oite) O

SNR =10 x log{m#5)/75 (12)

BSF = ;’ (13)
out

In formula (11), ;« denotes the mean value, 1 denotes the mean
value of the original image, ;. denotes the mean value of the
predicted image. o represents the standard deviation and opp
represents the covariance. In Formula (12), z1 denotes the mean
value of target region, 1 g denotes the mean value of background
region, and o g represents the variance of background region. In
formula (13), oy, denotes the variance of the original image,
oout denotes the variance the difference image, and the SNR
calculated in this paper is the global SNR.

1) Analysis of the selection of background suppression pa-
rameters: Anisotropy realizes background suppression by
calculating the gradient difference between the central
pixel and its surrounding pixel combined with the diffu-
sion equation. Therefore, the selection of the moving step
of the image pixel is crucial. When the target is the smooth
background, the grayscale difference between the target
and the surrounding background is relatively stable, so
the effect of the step size on the background suppression
effect is negligible; while the target is in a non-smooth
background (for example, there are more cloud edges in
the background), the grayscale value of the background
spans a large range. If the moving step is selected too large,
the background image elements around the target may
cross from the smooth background region with a smaller
gradient to the edge region with a larger gradient, and then
the edge region will be treated as the smooth background
region, and more edge clutter will be left in the differential
map, which leads to poor background suppression effect.
For this reason, the relationship curve between global SNR
and the moving step is plotted in this paper (Fig. 2), and
it can be seen from the figure that when the step is 1, the
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Fig. 3.  The relationship between the cumulative frame number M and SNR.

SNR reaches 15.1 dB, and as the moving step increases,
the SNR gradually decreases, and the lower SNR will
be detrimental to the target detection, so the step=1 is
selected for the experiment in this paper.

2) Analysis of the selection of energy enhancement parame-
ters: It is found that the target energy enhancement effect
is closely related to the cumulative frame number M. If
the target moves slowly, the overlapping area of the target
in the neighborhood between frames is larger, and a larger
cumulative frame number M can achieve a better enhance-
ment effect, while the target moves faster, the overlap
area of the target in the neighborhood between frames
gradually decreases. As the cumulative frame number M
increases, the enhancement effect will be greatly reduced.
So the relationship between the cumulative number of
frames and the SNR is plotted in the paper (Fig. 3), from
the figure it can be seen that when the cumulative number
of frames M = 2, the SNR reaches 21.95 dB. As the
cumulative frame number M increases, the target in the
frame neighborhood overlap area reduces, and the SNR
starts to decline, the energy enhancement effect of the
algorithm decreases will be detrimental to the subsequent
detection. Therefore, the cumulative frame number M =
2 is chosen for the experiment in the paper.

A. Analysis of the Effect of Background Suppression

In order to test the effectiveness of the background suppres-
sion of the proposed algorithm, the algorithm in this paper is
compared with several algorithms, the background and differ-
ence maps obtained from experiments based on different algo-
rithms are performed to reflect the feasibility of the algorithm.
These comparison algorithms include WLDM (Weighted Local
Difference Measure) [31], Top-hat [4], MGDWE (Multiscale
Gray Difference Weighted Entropy) [32], MPCM (Multiscale
patch-based contrast measure) [17], TLLCM (Tri-layer local
contrast measure) [18], NTFRA(Non-convex tensor fibered
rank approximation) [33], NTLA(Non-Convex Tensor Low-
Rank Approximation) [34], PSTNN(Partial sum of the ten-
sor nuclear norm) [35], TDLMS(Two dimension least mean
square) [5], ADMD(Absolute directional mean difference) [20]
and TLLDM(Tri-layer template local difference measure) [19].
Six scenes were used to experiment in this paper, and the
data set was obtained from the the literature [36]. The relevant
parameters of the six scenes are shown in Table I, and k = 200,
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TABLE I
RELEVANT PARAMETERS OF THE SIX SCENES

Scenel Scene2 Scene3 Scene4 Scene5 Scene6
Size 512%640 512%640 512#640 512%640 512%640 513*641
Frames 200 150 200 200 200 100
Target size 3%3 3%3 3%*3 3*3 3*3 1*1
Background Less edge Smooth cloud More edge More edge Buildings and sky More edge

Fig. 4.

Original Images.

step size s = 1 are selected in the experiment. The targets in the
original images have marked with a red box, see Fig. 4.

In scene 1 and scene 2, we can observe the target signal
clearly in the images, and the corresponding experimental results
are referred to Figs. 5 and 6. All algorithms can achieve better
background suppression effect. The traditional spatial-temporal
filtering methods cause energy loss due to the difference with
the original image after background estimation, so the target
signal can be seen to be weaker, such as Top-hat filtering and
TDLMS filtering algorithms, the upper part of scene 1 has more
cloud edges, resulting in more background clutter remaining
in the difference map, and the intensity of clutters are even
higher than the intensity of the target, while the background
in scene 2 is smoother, and this phenomenon does not occur
in the difference images obtained by the two algorithms; in the
differential maps obtained by MPCM, MGDWE, TLLCM, and
WLDM, although the targets can be detected, they also have
obvious block effects at the same time, and those edge contours
with higher energy will be mistaken for the targets, as can be
seen in Fig. 5 that the target surrounded by clutter with higher
energy, and the TLLCM algorithm has a better effect, but there
is still a small amount of clutter, ADMD and TLLDM show
better target enhancement, and the differential map has only

a small amount of clutter, and the target grayscale is much
higher than the grayscale of the background clutter as seen in
the 3D map, while in scene 2 all algorithms can effectively
remove clutters; PSTNN, NTLA and NTFRA algorithms can
achieve good background suppression effect in images with high
signal-to-noise ratio, especially for the background with strong
edge contours, scene 1 and scene 2 are both high signal-to-noise
ratio images. Therefore, the three algorithms can remove most
of the background clutter, and only a small number of clutters
remain. In the evaluation index data table, the SNR of most of
algorithms is higher than the algorithm in this paper, and the
SSIM of TLLDM is higher than the algorithm in this paper. The
improved background suppression algorithm in this paper can
effectively remove most of the background clutter and highlight
the target signal. The comparison data of evaluation indexes in
Tables II and IIT show that the SSIM of the algorithm in this
paper is lower than the TLLDM in scene 1, the SNR is higher
than most of the comparison algorithms, and the BSF is highest,
and the BSF and SSIM in scene 2 is highest, and the SNR is
higher than most of the comparison algorithms.

The backgrounds of scene 3 and scene 4 move with the
target and span a wide range. Among them, scene 3 has a
weak target energy and scene 4 has more strong edge contours.
The experimental results are shown in Figs. 7 and 8. Top-hat
filtering and TDLMS filtering can effectively predict the image
background in scene 3, and the target signal can be observed
in the background suppressed image, but the suppression abil-
ity for background clutters is not sufficient, resulting in more
residual clutters with higher energy, but the two algorithms can
effectively suppress the background edge contour in scene 4;
although the WLDM, MGDWE, MPCM, and TLLCM methods
can detect the target, however, more clutters remained in the
differential map due to the inconspicuous contrast between the
target and the background in scene 3 and the interference of
strong edge contours in scene 4; NTLA and NTFRA methods
have more residual edge contours while suppressing the back-
ground because of the low energy of the target in scene 3, but
in scene 4 they can effectively highlight the target signal, the
NTLA method also resides a large area of background contours;
PSTNN maintains excellent background suppression ability in
these two scenes, with only small amount of clutters; the target
enhancement effect of ADMD and TLLDM is reduced because
the target scale is too small in scene 3, the target grayscale is
lower than that of the background clutter as seen in the 3D map.
The effect of PSTNN algorithm on background suppression is
better than the ADMD and TLLDM algorithm. The target en-
hancement effect of ADMD algorithm in scene 4 is not obvious,
and the clutter interference in the 3D map is serious, while the
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Fig.5. Comparison of the background suppression effect of scene 1. The three images from the top to the bottom are the background image, the difference image
and the 3D image of the difference image obtained by the corresponding algorithm, respectively.

TABLE II
COMPARISON OF THE EVALUATION INDICATORS OF SCENE 1

Proposed WLDM Top-hat MGDWE MPCM TLLCM TDLMS NTLA NTFRA PSTNN ADMD TLLDM
(31] (4] (32] [17] (18] (5] [34] (33] [35] [20] [19]
SSIM  0.9993  0.9971 09938  0.9940 0.9992 0.9989 0.9847 0.9962 0.9988 0.9992 0.9993 0.9995
SNR 15.10 9.99 8.32 13.17 1460 16.04 1391 21.11 19.11 14.35 19.81  21.13
BSF  268.74  92.02 93.42 6298 170.43 173.88 80.38 11732 204.60 24045 199.41 236.01

The bold entities denote the max value of the evaluation indicators.

TABLE III
COMPARISON OF THE EVALUATION INDICATORS OF SCENE 2

Proposed WLDM Top-hat MGDWE MPCM TLLCM TDLMS NTLA NTFRA PSTNN ADMD TLLDM
(31] (4] (32] [17] [18] (5] [34] [33] [35] [20] [19]
SSIM  0.9997 0.9964 0.9963  0.9969 0.9988 0.9992 0.9751 0.9941 0.9992 0.9996 0.9995 0.9996
SNR  19.12 1042 12.06 167 1717 1915 1321 2611 2213 1915 2225 2274
BSF  437.06 6594 121.66 7883 118.13 197.74 5348 9391 249.16 363.48 263.56 236.01

The bold entities denote the max value of the evaluation indicators.
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Comparison of the background suppression effect of scene 2. The three images from the top to the bottom are the background image, the difference image

and the 3D image of the difference image obtained by the corresponding algorithm, respectively.

TABLE IV
COMPARISON OF THE EVALUATION INDICATORS OF SCENE 3

Proposed WLDM Top-hat MGDWE MPCM TLLCM TDLMS NTLA NTFRA PSTNN ADMD TLLDM
(31] (4] (32] [17] (18] (5] [34] (33] (35] (20] [19]
SSIM  0.9997 0.9898 0.9955 0.9929 0.9980 0.9978 0.9804 0.9933 0.9710 0.9990 0.9990 0.9968
SNR 1316  -553 1394 0.6 284 963 1051 689 1109 1268 797 1533
BSF  379.59 51.06 11374 6345 10454 14427 67.58 89.57 41.82 195.63 200.78 102.89

The bold entities denote the max value of the evaluation indicators.

background suppression effect of PSTNN and TLLDM is better.
and the algorithm proposed in this paper is not affected by the
target energy or edge contours, which can be seen in the two
scenes also achieved the ideal background suppression effect.
Tables IV and V show that our method has the highest SSIM
in the two scenes; in terms of SNR, this paper’s algorithm is
lower than Top-hat and TLLDM algorithms in scene 3, and
only lower than the NTFRA and PSTNN method in scene 4;
the BSF of this paper’s algorithm is highest in scene 3 and
scene 4.

The background in scene 5 consists of some buildings and
clouds, and the target energy is high. The experimental results
are shown in Fig. 9. It can be seen that the Top-hat and TDLMS

algorithms can effectively detect the target points, but the sup-
pression ability for strong edge contours of buildings is poor;
while the MPCM, TLLCM, MGDWE, and WLDM algorithms
are influenced by the edge contours of clouds, and more strong
clutter interference is distributed around the detected target
signals in the differential map, which leads to the undesirable
background suppression effect; NTLA and NTFRA do not
suppress the edge contours of buildings sufficiently; PSTNN
suppresses the background sufficiently in this scene without
being affected by the edge contours of buildings; the ADMD and
TLLDM algorithms remove the background clutter better. There
is only a small amount of building clutter in the 3D map, and
the performance of our algorithm shows a stronger background
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Comparison of the background suppression effect of scene 3. The three images from the top to the bottom are the background image, the difference image

and the 3D image of the difference image obtained by the corresponding algorithm, respectively.

TABLE V
COMPARISON OF THE EVALUATION INDICATORS OF SCENE 4

Proposed WLDM Top-hat MGDWE MPCM TLLCM TDLMS NTLA NTFRA PSTNN ADMD TLLDM
(31] (4] (32] [17] [18] (5] [34] [33] [35] [20] [19]
SSIM  0.9996 0.9860 0.9949  0.9941 0.9961 0.9984 0.9921 0.9823 0.9992 0.9995 0.9953 0.9992
SNR 1357 257 5.69 7.85 822  13.07 1334 1311 1828 1290 996  19.58
BSF  341.05 51.94 10583 7996 9418 14461 97.61 57.81 25494 31367 9511 199.10

The bold entities denote the max value of the evaluation indicators.

suppression ability compared with other comparative algorithms
besides the PSTNN algorithm.

Through the Table VI, the SSIM and BSF of our algorithm
have better performance, and the SNR is only lower the TLLDM
algorithm.

In scene 6, the target is affected by the severe cloud inter-
ference and a low contrast. The experimental results are shown
in Fig. 10. The differential maps of the Top-hat and TDLMS
algorithms weaken the intensity of the target signal, thus more
strong clutters remains; similar to scene 3, MPCM, WLDM,
MGDWE, TLLCM shows poor background suppression ability
in scene 6, which is caused by the contrast between the target
and the surrounding background is not large enough, and the

gray-value of the target is weak; the contrast of the target is low,
therefore the target enhancement effect of TLLDM and ADMD
algorithms is limited, however, the NTLA, NTFRA, and PSTNN
algorithms can clearly observe the target signal in the differential
map of scene 6, but the suppression ability

for some clouds is still insufficient; and the algorithm in this
paper can greatly suppress the background clutter in this scene,
but the weakening effect for the target energy is also obvious so
there is some clutters with higher energy, but the target energy is
relatively higher. From the Table VII, it can be seen that the BSF
of our method is better than other comparison algorithms; the
SSIM are also higher than other comparison algorithms, and the
SNR is only lower than ADMD algorithm. Therefore, it can be
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Fig. 8. Comparison of the background suppression effect of scene 4. The three images from the top to the bottom are the background image, the difference image
and the 3D image of the difference image obtained by the corresponding algorithm, respectively.

TABLE VI
COMPARISON OF THE EVALUATION INDICATORS OF SCENE 5

Proposed WLDM Top-hat MGDWE MPCM TLLCM TDLMS NTLA NTFRA PSTNN ADMD TLLDM

(31] (4] (32] [17] [18] (3] [34] (33] (35] [20] [19]
SSIM  0.9999 0.9929 0.9986  0.9961 0.9991 0.9985 0.9909 0.9950 0.9980 0.9998 0.9995 0.9995
SNR 17.15 9.66 9.58 12.3 15.19 1430 4.44 16.11 16.89  15.61 15.56  19.75

BSF  752.34 7634  206.19 110.97  226.1 182.81 119.06 104.77 157.77 446.54 310.82 273.26

The bold entities denote the max value of the evaluation indicators.

TABLE VII
COMPARISON OF THE EVALUATION INDICATORS OF SCENE 6

Proposed WLDM Top-hat MGDWE MPCM TLLCM TDLMS NTLA NTFRA PSTNN ADMD TLLDM

(31] (4] (32] [17] [18] (5] [34] (33] (35] [20] [19]
SSIM  0.9998 0.9890 0.9854  0.9857 0.9990 0.9727 0.9874 0.9694 0.9651 0.9985 0.9997 0.9946
SNR 9.75 4.22 7.88 -8.06 5.37 2.66 52 4.22 9.31 8.33 1090  -1.05

BSF  485.74  69.30 61.07 54.66  200.54 40.88 6330 4390 37.81 174.00 369.72 96.18

The bold entities denote the max value of the evaluation indicators.

seen that the algorithm proposed in this paper has an excellent B. Analysis of the Effect of Energy Enhancement
background suppression performance after analyzing the above

> Among them, a, b, and ¢ denote the conventional high-order
experiment results.

correlation energy enhancement effect image, the 3D image of
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Comparison of the background suppression effect of scene 5. The three images from the top to the bottom are the background image, the difference image

and the 3D image of the difference image obtained by the corresponding algorithm, respectively.

anisotropic background suppression, and the 3D image of con-
ventional energy enhancement algorithm, respectively. d, e, and
f denote the improved high-order correlation energy enhance-
ment effect image, the 3D image of anisotropic background
suppression, and the 3D image of improved energy enhance-
ment algorithm proposed in this paper, respectively. The energy
of the target can be enhanced effectively by using high-order
correlation energy accumulation. From the following figures, it
can be seen that the target point of the difference map is not
very obvious, which is not conducive to observation. After the
energy enhancement by the traditional higher-order correlation
algorithm, the energy of the target point is enhanced while
the energy of the background clutter is also enhanced; while
the target is significantly enhanced by the improved high-order
correlation algorithm, not only the target energy is effectively
enhanced, but also the background clutter is well removed to
highlight the target signal. From Figs. 11-16, we can see that
the energy enhancement directly using the traditional high-order
correlation algorithm, because there is no candidate targets
screening, all signals will be enhanced, which includes clutter
and noise. It means that if the energy of clutter is higher than the
energy of target, it will lead to more serious interference in the

detection process; and the algorithm we improved to screen out
the candidate targets and eliminate the false targets before the
energy enhancement, which can effectively reduce the clutters
and increase the reliability of the detection algorithm. Noting
that the same enhancement intensity of the traditional algorithm,
the number of clutter in this paper is significantly less than the
traditional algorithm, therefore the enhancement effect of the
improved algorithm is

better than the traditional algorithm, regardless of the change
in the number of clutter or the energy of the target after energy
enhancement. Table VIII shows the global signal-to-noise ratios
of the original image, anisotropic difference image and the
improved high-order correlation energy enhancement image,
and the signal-to-noise ratio calculation formula is shown in
(12). It is calculated that the signal-to-noise ratio is improved by
6.85 dB for scene 1, 2.18 dB for scene 2, 7.22 dB for scene 3,
7.75 dB for scene 4, 3.95 dB for scene 5, and 3.05 dB for scene 6.

C. Analysis of the Effect of Detection Result

To verify the effectiveness of the detection algorithm
in this paper, six scenes are selected for experiments and
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Fig. 10. Comparison of the background suppression effect of scene 6. The three images from the top to the bottom are the background image, the difference
image and the 3D image of the difference image obtained by the corresponding algorithm, respectively.

Fig. 11.  Comparison of the energy enhancement effect of scene 1.



7800420

Fig. 12.

20
10

500

0
60
40
20
&

00

Comparison of the energy enhancement effect of scene 2.

3

2

1

0
500
20
10
0
500

Fig. 13.  Comparison of the energy enhancement effect of scene 3.

IEEE PHOTONICS JOURNAL, VOL. 15, NO. 2, APRIL 2023

[x 41
Y 79
2100

500

TABLE VIII
THE SNR BEFORE AND AFTER ENERGY ENHANCEMENT (DB)

Scene 1  Scene 2 Scene 3 Scene 4 Scene 5 Scene 6
Origin image 5.24 7.4 3.12 3.43 4.96 0.63
Background suppression image 15.10 19.12 13.16 13.57 17.15 9.75
Energy enhancement image 21.95 21.30 20.38 21.32 21.10 12.80

compared with the traditional algorithms and some algorithms
proposed in recent years, which are WLDM [31], Top-hat [4],
MGDWE [32], MPCM [17], TLLCM [18], NTFRA [33],
NTLA [34], PSTNN [35], TDLMS [5], ADMD [20] and
TLLDM [19]. The parameters used in the algorithms in this
paper are shown in Table IX. Where M is the cumulative number
of frames, L is the spatial neighborhood size of the target, and
r is the radius of the target search neighborhood with reference
to (9). The experimental results are shown in Figs. 17-22.

In scene 1, the detection effect of WLDM, MPCM, MGDWE,
TLLCM and NTFRA is poor, which is due to the slow movement
of the background of the subsequent images; the detection effect
of Top-hat and TDLMS is better, but there is also a small amount
of clutter interference; and the NTLA and PSTNN also has
a good performance, the ADMD and TLLDM algorithms can
detect the target and extract the target motion trajectory well. In
scene 2, all algorithms obtained good result, which is the reason
for the almost non-moving background and high target energy.
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Fig. 14.  Comparison of the energy enhancement effect of scene 4.

Fig. 15.

Comparison of the energy enhancement effect of scene 5.

In scene 3 and scene 4, the WLDM, MPCM, MGDWE, and
TLLCM can extract the target motion trajectory, but there are
large continuous background clutter; the Top-hat and TDLMS
algorithms have relatively good target trajectories, but there is
target frame loss; the NTLA, NTFRA, and PSTNN algorithms
have better detection effects than the above algorithms, but there
are still different degree of clutter interference and target loss,
the ADMD and TLLDM have missed detection, resulting in
discontinuous target trajectory. This is due to the fact that the
backgrounds of the two scenes move together with the target, and
the span of the background movement is large, which increases
the difficulty of detection. Scene 5 has a small number of
low-altitude buildings in the background, but the target is
located at high altitude and the background changes slowly, so
all algorithms can extract the target’s motion trajectory better.
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300

200

100

500

300
200

100

0
500

Scene 6 has a lower signal-to-noise ratio, but the background is
relatively stable, so most algorithms can extract the target motion
trajectory completely, but there are still different degrees of in-
terference. Compared with the traditional detection algorithms,
the detection algorithm proposed in this paper can suppress the
background clutter more effectively in the above six scenes and
extract the target motion trajectory completely. From the afore-
mentioned analysis, it can be seen that WLDM and MGDWE
algorithms mainly use local difference to detect targets in im-
ages, thus easily leading to higher false detection rate and missed
detection rate, while MPCM and ADMD algorithm achieves de-
tection through local contrast information of multi-scale blocks,
but the algorithm tends to recognize darker backgrounds as
targets, and although TLLCM and TLLDM algorithm uses a
three-layer filtering window, the generalization ability of this
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Fig. 16. Comparison of the energy enhancement effect of scene 6.

TABLE IX
THE RELATED PARAMETERS OF MULTI-FRAME CORRELATION DETECTION

The number of Space Target search

images M neighborhood L  neighborhood R Features

Slow movement of target

Scene | 3 3 %9 and background
Scene 2 3 55 9%9 The target moves slowly and the
background barely moves
Scene 3 3 1111 1919 The target is moving fast and the
background is changing slowly

Scene 4 3 33 757 Fast target moyement and the background
with a large span

Scene 5 3 757 17417 Fast target movement and the background

barely moves
Scene 6 3 545 9%9 The target moves slowly and the

background barely moves

Fig. 17.  The motion trajectories obtained by different algorithms of Scene 1.
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Fig. 18. The motion trajectories obtained by different algorithms of Scene 2.

Fig. 19. The motion trajectories obtained by different algorithms of Scene 3.

Fig. 20.

The motion trajectories obtained by different algorithms of Scene 4.

algorithm is poor, so the local contrast measurement algorithm
is suitable for smooth background with large contrast, but not
for non-smooth and dramatically changing scenes, which is due
to the fact that the local contrast measurement algorithm mainly
uses the local features of the target to achieve the detection of
weak targets, so it has high requirements on the contrast of the
background, while the realistic background is often complex
and variable. top-hat algorithm relies heavily on the selection of
structural elements, TDLMS algorithm relies on the iteration
step, so the traditional filtering algorithm is suitable for the
target scale is small, uniform and smooth background, but the

detection effect is greatly reduced in the scene with complex
background components. The low-rank algorithms represented
by PSTNN, NTLA, and NTFRA algorithms can effectively
suppress the strong edge contour background in scenes with
high signal-to-noise ratio. If the image signal-to-noise ratio is
too low and the target energy is weak, the distinction between
the target and the surrounding background is not high, the sparse
characteristics of the target and the low-rank characteristics of
the background will be destroyed, which leads to undesirable
detection results. In contrast, the algorithm in this paper is not
only suitable for scenes with smooth background, but also can
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Fig. 21.  The motion trajectories obtained by different algorithms of Scene 5.

Fig. 22.

The motion trajectories obtained by different algorithms of Scene 6.

obtain good detection results in scenes with large span and
dynamic changes.

D. Analysis of the ROC Curves

In addition to the SNR, SSIM, and BSF metrics used in Sec-
tion I'V-B to evaluate the detection effectiveness of the algorithm,
this section further compares the detection effectiveness of the
algorithm by plotting the ROC curve. The horizontal coordinate
of the following figure is the false alarm rate, and the vertical
coordinate is the detection rate. The higher the detection rate,
the better the detection effect and the more beneficial to the
target recognition detection. The higher the false alarm rate, the
more serious the noise interference is, which is not conducive to
the detection and extraction of targets. The specific calculation
formula is as follows [37].

NTDT
NFDT
Py = —— x 100% 1
¢ ~Np * 00% (15)

where N'T is the total number of targets in the sequence image,
NTDT is the number of targets that can be detected, N F' DT
represents the number of false targets detected in the sequence
image, and N P represents the number of all pixels in the whole
image.

It can be seen from Fig. 23(a)—(f) that the our method pre-
sented in this paper achieves good results. In scene 1, the
detection rate of our method reaches 100%, and the false alarm
rate is O, the result is same as the Top-hat algorithm. The
detection rates of other algorithms are lower than 85%, and the
false alarm rate is higher than the proposed algorithm in this
paper; in scene 2, the detection rate in this paper is 98.67%,
which is higher than other algorithms, and also has a lower
false alarm rate; in scene 3, the detection rate of the algorithm
proposed in this paper reaches 100%, and the detection rate of
other comparison algorithms is lower than 85%, while the false
alarm rate of the algorithm proposed in this paper is lower than
the other comparison algorithms; Scene 4, the detection rate of
the algorithm in this paper is 100%, and the false alarm rate
is 0, and the detection rate of the other comparison algorithms
is more than 80%, and the false alarm rate is higher than our
algorithm; in scene 5, the detection rate of our algorithm is
100% and the false alarm rate is O, at the same time, most of
the comparison algorithms have a detection rate over 60% and
the false alarm rate is higher than the algorithm presented in
this paper; in scene 6, the detection rate of all the comparison
algorithms over 80%, the performance of our algorithm is same
as the NTLA and Top-hat, and higher than the other comparison
algorithms. As a whole, the algorithm in this paper performs
better in six scenes, by analyzing and comparing the ROC curves
of the above algorithms, it is clear that our proposed algorithm
is a better detection algorithm.
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Fig. 23.  The ROC curves of the six scenes

V. CONCLUSION

To achieve effective detection of infrared weak and small
targets, this paper proposes a multi-frame weak target detection
algorithm based on motion energy estimation. Firstly, the tradi-
tional anisotropic diffusion function is improved and a new ker-
nel diffusion function is proposed to complete the background
suppression. Then, on the basis of background suppression, an

0.2 ftu,

s
~
1
1
1
>
=]
<
o

L)
1

= =TLLDM

0 1 2 3 4 5 6 7 8
Pf %107
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improved higher-order correlation energy enhancement method
is used to enhance the target energy to further improve the
SNR, which is beneficial to the subsequent target extraction.
Finally, based on image pre-processing combined with the mo-
tion characteristics of the target in the spatio-temporal domain,
a multi-frame small target detection algorithm based on motion
energy estimation is proposed to realize multi-frame corre-
lation detection. After the experimental comparison with the
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traditional weak target detection methods, the following con-
clusions are drawn.

1. After background suppression by the kernel diffusion func-
tion proposed in this paper, the SSIM of the six scenes reach
0.9993, 0.9997, 0.9997, 0.9996, 0.9999, 0.9998, the SNR reach
15.10 dB, 19.12 dB, 13.16 dB, 13.57 dB, 17.15 dB, 9.75 dB,
and the background suppression factor reach 268.74, 437.06,
379.59, 341.05, 752.34, 485.74.

2. Base on background suppression, the target energy is
enhanced with improved high-order correlation, and the SNR of
the four scenes reaches 21.95 dB, 21.30 dB, 20.38 dB, 21.32 dB,
21.10 dB and 12.80 dB, respectively. And the SNR is further
improved.

3. On the basis of image pre-processing, the multi-frame
detection algorithm proposed in the paper is used to complete
multi-frame correlation detection. From the ROC curve analysis,
it can be observed that the presented algorithm can achieve a high
detection rate with a low false alarm rate, the detection rates of
all four scenes reach more than 85%. The experimental results
show that the proposed algorithm has certain practicality.
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