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Guest Editorial
Multimodal Modeling and Analysis
Informed by Brain Imaging—Part II

Abstract—Human brains are the ultimate recipients and asses-
sors of multimedia contents and semantics. Recent developments
of neuroimaging techniques have enabled us to probe human brain
activities during free viewing of multimedia contents. This special
issue mainly focuses on the synergistic combinations of cognitive
neuroscience, brain imaging, and multimedia analysis. It aims to
capture the latest advances in the research community working on
brain imaging informed multimedia analysis, as well as computa-
tional model of the brain processes driven by multimedia contents.
This issue contains the second set of papers from the double Spe-
cial Issue.
Index Terms—Affective computing, brain computer interface,

brain imaging, brain-informed multimedia analysis.

I. THE SCOPE OF THIS SPECIAL ISSUE

A challenging problem facing multimedia content analysis
is the semantic gap between the high-level perception

and cognition in the human brain and the low-level features
embedded in digital contents. The human brain is the ultimate
recipient and assessor of multimedia contents and semantics.
Deep understanding of the brain’s responses to multimedia will
fundamentally advance the computational strategies for multi-
modal representation, classification and retrieval.
We envision a future with a seamless integration between

cognitive neuroscience, a discipline related to the principle and
mechanisms of the brain, and computer science, a discipline
designing automated digital algorithms. Examples of such
integration include neural network algorithms, which could
reduce the semantic gap by mimicking the neural processes
in the brain. Conversely, applications of automated computer
algorithms have advanced our understanding of the brain. In
the recent years, we have witnessed the emergence of novel
brain-guided or brain-informed techniques in multimedia anal-
ysis and modeling, including computational visual attention
models, sparse representation techniques, and deep learning
techniques. These techniques have been applied to object
recognition, image categorization, image/video compression,
image/video retrieval, and video summarization.
The remarkable development of neuroimaging techniques

such as functional magnetic resonance imaging (fMRI), elec-
troencephalography (EEG), and magnetoencephalography
(MEG), has enabled us to probe the human brain in natural
settings such as free viewing of multimedia contents. This de-
velopment is leading a new trend that applies neuroscience and
neuroimaging to assisting multimodal analysis and modeling.
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This new methodology has considerably narrowed the gaps
between the low-level multimedia features and the high-level
semantics. In parallel, neuroimaging combined with naturalistic
stimuli such as films and music also provide neuroscientists an
intriguing opportunity to examine the brain circuitry underlying
natural experience.

II. CONTRIBUTION TO THE SPECIAL ISSUE
This Special Issue incorporates 17 papers.Herewe summarize

the content of the second set of eight papers (see the September
2015 issue for thefirst set of nine papers).
How the brain self-wires, develops and computes, prenatally

and postnatally are still far from being well understood. By as-
suming that the brain development ismultimodal via interactions
with the external environment, Song et al. [1] in their paper enti-
tled “Types, Locations and Scales from Cluttered Natural Video
and Actions,” propose to model the autonomous development of
brain-inspired circuits by synchronizing twomodalities of video
stream and action stream in time. Based on it, a framework ca-
pableof learningobject location, type,andscale inclutteredback-
grounds is developed for a general purpose developmental pro-
gram. Experimental results on large-scale natural video data can
demonstrate thesuperiorityof theproposed framework.
In the paper entitled “Randomized Structural Sparsity based

Support Identification with Applications to Locating Activated
or Discriminative Brain Areas: A Multi-center Reproducibility
Study,” Wang et al. [2] propose a randomized structural sparsity
approach to identify support regions for the purpose of locating
activated or discriminative brain areas. Experiments on multi-
center data show consistent and stable result, which are better
than other compared methods such as two sample t-test. This
work could potentially contribute to biomarker discovery using
functional or structural MRI.
The article by Zarjam et al. [3] is titled “Beyond Subjective

Self-Rating: EEG Signal Classification of Cognitive Workload.”
The authors measure and classify the level of working memory
workload of human subjects using EEG signals. They argue that
compared with subjective self-assessment, the use of EEG sig-
nals has the advantages of on-line and continuous measurement
during the cognitive task. They find that the entropy, energy,
and standard deviation of the wavelet coefficients consistently
correlated with the induced load. To indicate the relatively ef-
fectiveness of the EEG-based method, they also compare their
results with alternative measures including performance, sub-
jective ratings, and response time of the subjects. They conclude
that EEG is the preferred measure of working memory load in
the application context they studied.

1943-0604 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



270 IEEE TRANSACTIONS ON AUTONOMOUS MENTAL DEVELOPMENT, VOL. 7, NO. 4, DECEMBER 2015

In neuroimaging field, the fusion of multiple modalities such
as EEG and fMRI is a hot research topic in the recent years as
it is highly desired by many clinical applications [4]. Dong et
al. [5] in their paper entitled “Local Multimodal Serial Anal-
ysis for Fusing EEG-fMRI: A New Method to Study Familial
Cortical Myoclonic Tremor and Epilepsy,” present an unsuper-
vised approach called local multimodal serial analysis for inte-
grating EEGmodality and fMRImodality. This approach is able
to emphasize the common substrate of modalities, decrease un-
certainty in fusion of EEG-fMRI, and compensate for deficien-
cies.
An urgent need in psychiatry research and practice is to es-

tablish neurobiology-based diagnostic criteria. Neuroimaging
offers a noninvasive tool to examine the function and structure
of the brain, and hence holds great potential for improving
diagnosis in psychiatry. While machine learning methods have
been used to select diagnostic features from neuroimaging
data, proper clinical or neurobiological interpretations of the
selected features, however, are often challenging. To address
this problem, Jie et al. [6] propose a novel classification
method with a forward-backward search strategy, termed as
SVM-FoBa. In the article “Discriminating Bipolar Disorder
FromMajor Depression based on SVM-FoBa: Efficient Feature
Selection with Multimodal Brain Imaging Data,” they apply
SVM-FoBa to multimodal neuroimaging data to differentiate
unipolar depressive disorder and bipolar disorder, a common
diagnostic problem in psychiatry practice. Not only SVM-FoBa
achieves high accuracy in the classification, but also identifies
anatomical features consistent with prior neuroscience knowl-
edge. These promising results support the potential application
of SVM-FoBa in identifying neuroimaging-based biomarkers
for mental disorders.
Brain computer interface (BCI) is the core technology driving

much of the innovation in the health sector today. Its core mis-
sion is to interpret commands in the brain based on invasive or
non-invasive neural recordings, and use these commands to con-
trol computers and machines. Typically, non-invasive BCI tech-
nologies rely on either stimulus-evoked signals, such as Steady-
state visual evoked potential (SSVEP) and P300 potential, or
spontaneous signals, such as EEG signals during motor imagery
without external stimuli. Duan et al. [7] propose an innovative
hybrid BCI system that combines SSVEP and motor imagery.
As presented in the article “Design of a Multimodal EEG-based
Hybrid BCI System with Visual Servo Module,” this hybrid BCI
design employs both SSVEP and motor imagery for the con-
trol of robotic movements. Simulation as well as tests with hu-
manoid robot demonstrate the feasibility and validity of this hy-
brid BCI design.
In the paper entitled “EEG-based Perceived Tactile Location

Prediction,” Wang et al. [8] propose to employ single-trial EEG
measurements to explore the perception of tactile stimuli lo-
cated on participants’ right forearm. Then an EEG-based signal
analysis approach is developed to predict the location of the tac-
tile stimuli. Experimental results demonstrate good accuracy.
This work could potentially contribute to the development of
real-time reactive control machine for the clinic.

In their paper entitled “An Adaptive Motion-Onset
VEP-based Brain-Computer Interface,” Zhang et al. [9] pro-
pose to employ the amplitudes of three components of mVEP
to build a dynamic stopping criteria according to the practical
information transfer rate (PITR) from the training data. The
experimental results show that this dynamic stopping strategy
could substantially improve the communication efficiency of
mVEP-based BCI, which could contribute to real life BCI
applications.
In summary, the described seventeen papers in this double

Special Issue report their new progress and results in exploring
neuroimaging techniques to assist multimodal analysis, ex-
amine the functional and structure of the brain, and develop
brain computer interface. Based on the achievements of these
works, we believe that the integration of neuroimaging and
multimedia can significantly advance our understanding on
how the human brain perceive, process and assess multimodal
contents, as well as developing effective algorithms for multi-
media analysis.

Junwei Han, Guest Editor
Northwestern Polytechnical University
School of Automation
Xi'an, 710072 China
E-mail: junweihan2010@gmail.com

Tianming Liu, Guest Editor
The University of Georgia
Department of Computer Science
Cortical Architecture Imaging and Discovery Lab
Athens, GA 30602 USA
E-mail: tliu@cs.uga.edu

Christine C. Guo, Guest Editor
QIMR Berghofer
Medical Research Institute
Herston, QLD 4006 Australia
E-mail: christine.cong@gmail.com

Juyang (John) Weng, Guest Editor
Michigan State University
Department of Computer Science and Engineering
Cognitive Science Program and Neuroscience
Program

East Lansing, MI 48824 USA
E-mail: weng@cse.msu.edu

REFERENCES
[1] X. Song, W. Zhang, and J. Weng, “Types, locations, and scales from

cluttered natural video and actions,” IEEE Trans. Autonom.Mental De-
velop., vol. 7, no. 4, pp. 273–286, Dec. 2015.

[2] Y. Wang, S. Zhang, J. Zheng, H. Chen, and H. Chen, “Randomized
structural sparsity based support identification with applications to lo-
cating activated or discriminative brain areas: a multi-center repro-
ducibility study,” IEEE Trans. Autonom. Mental Develop., vol. 7, no.
4, pp. 287–300, Dec. 2015.



GUEST EDITORIAL MULTIMODAL MODELING AND ANALYSIS INFORMED BY BRAIN IMAGING—PART I 271

[3] P. Zarjam, J. Epps, and N. Lovell, “Beyond subjective self-rating: EEG
signal classification of cognitive workload,” IEEE Trans. Autonom.
Mental Develop., vol. 7, no. 4, pp. 301–310, Dec. 2015.

[4] F. Biessmann, S. Plis, F. C. Meinecke, T. Eichele, and K. R. Muller,
“Analysis of multimodal neuroimaging data,” IEEERev. Biomed. Eng.,
vol. 4, pp. 26–58, 2011.

[5] L. Dong, P. Wang, Y. Bin, J. Deng, Y. Li, and L. Chen et al., “Local
multimodal serial analysis for fusing EEG-fMRI: A new method to
study familial cortical myoclonic tremor and epilepsy,” IEEE Trans.
Autonom. Mental Develop., vol. 7, no. 4, pp. 311–319, Dec. 2015.

[6] N. Jie, M. Zhu, X. Ma, E. Osuch, M. Wammes, and T. Jean et al., “Dis-
criminating bipolar disorder from major depression based on SVM-
FoBa: efficient feature selection with multimodal brain imaging data,”
IEEE Trans. Autonom. Mental Develop., vol. 7, no. 4, pp. 320–331,
Dec. 2015.

[7] F. Duan, D. Lin, W. Li, and Z. Zhang, “Design of a multimodal
EEG-based hybrid BCI system with visual servo module,” IEEE
Trans. Autonom. Mental Develop., vol. 7, no. 4, pp. 332–341, Dec.
2015.

[8] D. Wang , Y. Liu, D. Hu, and G. Blohm, “EEG-based perceived tactile
location prediction,” IEEE Trans. Autonom. Mental Develop., vol. 7,
no. 4, pp. 342–348, Dec. 2015.

[9] R. Zhang, P. Xu, R. Chen, T. Ma, X. Lv, and F. Li et al., “An adaptive
motion-onset VEP-based brain-computer interface,” IEEE Trans. Au-
tonom. Mental Develop., vol. 7, no. 4, pp. 349–356, Dec. 2015.

Junwei Han received the Ph.D. degree in pattern recognition and intelligent systems from the
School of Automation, Northwestern Polytechnical University, Xi'an, China, in 2003.
He is currently a Professor with Northwestern Polytechnical University. His research interests

include multimedia processing and brain imaging analysis.
Dr. Han is an Associate Editor of the IEEE Transactions on Human-Machine Systems, Neuro-

computing, and Multidimensional Systems and Signal Processing.

Tianming Liu is a Professor of Computer Science at The University of Georgia. His research in-
terest focuses on brain imaging and mapping. He has published over 160 peer-reviewed papers in
this area.
Dr. Liu is the recipient of the NIH Career Award and the NSF CAREER Award, both in the area

of brain mapping.

Christine C. Guo received the B.Sc. degree in biological sciences from Peking University, Beijing,
China, and the Ph.D. degree in neuroscience from the School of Medicine, Stanford University,
Stanford, CA, USA, followed by postdoctoral training at the Memory and Aging Center (UCSF).
She has broad research experience, from molecular biology and genetics, to electrophysiology

and systems neuroscience. Her work focuses on understanding selective vulnerability at the net-
work level in health and in neurodegenerative diseases, using modern neuroimaging techniques.
She is also developing neuroimaging methods to understand the body-brain interaction and its
breakdown in neurological and psychiatric disorders.



272 IEEE TRANSACTIONS ON AUTONOMOUS MENTAL DEVELOPMENT, VOL. 7, NO. 4, DECEMBER 2015

Juyang (John)Weng (S’85–M’88–SM’05–F’09) received the B.S. degree from Fudan University,
in 1982, and the M.S. and Ph.D. degrees from the University of Illinois at Urbana-Champaign,
Urbana, IL, USA, in 1985 and 1989, respectively, all in computer science.
He is a Professor at the Department of Computer Science and Engineering, the Cognitive Sci-

ence Program, and the Neuroscience Program of Michigan State University, East Lansing, MI,
USA. From August 2006 to May 2007, he was also a visiting professor at the Department of Brain
and Cognitive Science of MIT. His research interests include computational biology, computa-
tional neuroscience, computational developmental psychology, bioinspired systems, vision, audi-
tion, touch, behaviors, and robotics. He is the author of over 300 papers, including the book “Nat-
ural and Artificial Intelligence: Introduction to Computational Brain-Mind.”
Dr. Weng is an Editor-in-Chief of the International Journal of Humanoid Robotics, an Asso-

ciate Editor of the IEEE TRANSACTIONS ON AUTONOMOUS MENTAL DEVELOPMENT, and the Ed-
itor-in-Chief of Brain-Mind Magazine. He was the Chairman of the Governing Board of the Inter-

national Conferences on Development and Learning (ICDLs) (2005–2007, http://cogsci.ucsd.edu/~triesch/icdl/), the Chairman of
the Autonomous Mental Development Technical Committee of the IEEE Computational Intelligence Society (2004–2005), an As-
sociate Editor of IEEE TRANSACTIONS ON PATTERN RECOGNITION AND MACHINE INTELLIGENCE (2001–2004), and an Associate
Editor of the IEEE TRANSACTIONS ON IMAGE PROCESSING (1994–1997).


