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Abstract—Interacting with virtual objects with haptic feedback
directly using the user’s hand (hand-based haptic interaction) has
attracted increasing attention. Due to the high degrees of freedom
of the hand, compared with tool-based interactive simulation us-
ing a pen-like haptic proxy, hand-based haptic simulation faces
greater challenges, mainly including higher motion mapping and
modeling difficulty of deformable hand avatars, higher computa-
tional complexity of contact dynamics, and nontrivial multi-modal
fusion feedback. In this article, we aim to review key comput-
ing components for hand-based haptic simulation, and draw out
major findings in this direction while analyzing the gaps toward
immersive and natural hand-based haptic interaction. To this end,
we investigate existing relevant studies on hand-based interaction
with kinesthetic and/or cutaneous display in terms of virtual hand
modeling, hand-based haptic rendering, and visuo-haptic fusion
feedback. By identifying current challenges, we finally highlight
future perspectives in this field.

Index Terms—Hand-based haptic interaction, virtual hand,
hand-based haptic rendering, virtual reality.

I. INTRODUCTION

D IRECTLY using the user’s hand to manipulate virtual
objects provides an intuitive and direct interactive mode

for virtual reality (VR) technology. With the aid of technological
advancements in VR hardware devices, such as head-mounted
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Fig. 1. Hand-based interaction examples with diverse hand-object con-
tact states, bringing challenges of high computational complexity and time-
consumption to hand-based haptic simulation. (a) Pinch an ellipsoid with two
fingers. (b) Hold an ellipsoid with three fingers. (c) Grasp an ellipsoid with the
whole hand. Grasp a deformable ball loosely (d) and tightly (e). (f) Manipulate
a hinge-constrained object (such as a Rubik’s cube) with two hands.

displays and hand tracking devices, hand-based interaction has
become a compelling subject in the VR field. Haptics [1], [2]
play a significant role in enhancing the user experience while
interacting with virtual environments. Over the past decades, the
emergence of haptic systems for fingertip and/or hand [3], [4],
[5] has promoted the immersive sensation of hand-based inter-
action. Further, the simulation of hand-based haptic interaction
(hand-based haptic simulation) that enables a user to explore
virtual environments through these haptic systems has gained
increasing attention.

Hand-based haptic simulation refers to the modeling of virtual
hands, virtual objects, and hand-object contacts, as well as the
computation of haptic information that is required to provide
users with an exact haptic experience. Different from 3-DoF/6-
DoF pen-like tools used in tool-based haptic interaction, the
human hand has a complex kinematic structure with more than
20 DoFs [6]. As shown in Fig. 1, the high-DoF characteristic of
the human hand makes hand-based interaction involve diverse
manipulation behaviors and multiple contact points/regions with
various distributions, which makes the computational issues
of hand-based haptic simulation more complicated and time-
consuming than that of 3-DoF/6-DoF tool-based haptic sim-
ulation. Specifically, it is challenging to compute a plausible
hand configuration to ensure the non-penetration simulation,
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Fig. 2. General computational framework for the simulation of hand-based haptic interaction. This survey focuses on virtual hand modeling, hand-based haptic
rendering, and visuo-haptic fusion feedback.

and it is difficult to ensure both accuracy and efficiency in
hand-based haptic simulation due to the high computational
complexity.

This survey aims to review existing approaches for hand-
based haptic simulation from the perspectives of its comput-
ing components, including virtual hand modeling, hand-based
haptic rendering (kinesthetic and tactile rendering), and visuo-
haptic fusion feedback. To focus on the theme of hand-based
haptic simulation, we excluded hand/finger modeling methods
for computer animation that deal only with visual realism (e.g.,
skin color), and subtle haptic experience caused by skin charac-
teristics, such as skin wrinkles, fine hairs on the skin, and palm
creases, as well as hand motion tracking methods. Readers may
refer to previous surveys on relevant research [7]. Further, this
paper focuses on hand-based haptic simulation algorithms and
software rather than relevant hardware technology that can be
referred to in existing reviews [3], [4], [5].

II. FRAMEWORK OF HAND-BASED HAPTIC SIMULATION

The simulation of hand-based haptic interaction can be con-
ceptualized in a general framework. As shown in Fig. 2, the
user’s hand is first tracked in real time by a hand motion
capture system. With the mapped hand motion information,
and the predefined geometric and/or physical models of the
virtual hand and virtual objects, collision detection, collision
response, and force computation are sequentially performed for
visuo-haptic display. The updated information for visual/graphic
display mainly includes the non-penetration configuration of the
virtual hand, the dynamic response (e.g., motion and deforma-
tion) of the virtual hand/objects, etc. Meanwhile, depending on
the control principle of the haptic device (e.g. impedance or
admittance control), the force (and/or the relevant configuration
information) that needs to be exerted on the user’s hand is
computed for haptic display. Finally, the user receives the desired
haptic stimuli through a haptic device (e.g., a force-feedback
glove), and simultaneously observes the corresponding graphic
display.

From the aforementioned interaction process, there are two
major computational issues for hand-based haptic simulation:
(1) compute the non-penetration configuration of the virtual
hand, and (2) compute the forces resulting from contact between
the virtual hand and the VE and/or relevant configuration infor-
mation for haptic display. The high-DoF kinematic structure

of the human hand produces diverse manipulation behaviors
of virtual objects and various hand-object contact distributions
(Fig. 1), which attaches high requirements to hand-object contact
handling, such as the computational efficiency and generaliza-
tion ability for different contact distributions.

Virtual hand models have an impact on realistic visual display
and efficient haptic simulation. Virtual hand modeling not only
involves the geometric representation of the human hand, but
also needs to characterize its physical attributes and kinematic
properties. During hand-based interaction, accurate high-DoF
hand motion mapping from the real world to the virtual environ-
ment is crucial to acquire accurate hand kinematics (pose and
motion) for contact identification and force computation. With
a realistic virtual hand, efficient hand-based haptic rendering
facilitates stable and natural haptic display in various contact
situations without penetration between the virtual hand and
manipulated objects. Recent years have witnessed the advent
of different types of haptic devices, and different hand-based
haptic simulation methods have also been implemented to pro-
vide users’ hands with force feedback or cutaneous feedback.
Generally, natural hand-based haptic interaction follows three
aspects:

1) Realistic Visual Representation: including realistic vir-
tual hand models and diverse manipulated objects.

A realistic virtual hand involves geometric model, physical
model, and kinematic model. Important metrics include the
complexity (e.g., the number of geometric elements, such as
triangles and spheres) and accuracy (e.g., the error of hand size
in terms of width, length, circumference, etc.) of the geometric
model, the fidelity of physical parameters (e.g., elastic modulus,
Poisson’s ratio, nonlinear stress-strain characteristics) for sim-
ulating different hand structures (bone, muscle, skin, etc.), and
the number of DoFs obtained from hand tracking and mapping
methods to describe the kinematic model of the palm and fingers.

Diverse manipulated objects refer to rigid bodies, deformable
bodies, fluids [8], [9], etc. Important metrics concern the geomet-
ric complexity (e.g., the number of geometric elements, such as
triangles and spheres), the supported fine-scale geometric details
(e.g., edges, pits, and cracks), the stiffness range, as well as the
heterogeneous and nonlinear stress-strain characteristics of the
manipulated virtual objects.

2) High-Fidelity Haptic Feedback: Supporting diverse hand
manipulation behaviors, high-fidelity contact handling, and di-
verse interaction forces.
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Diverse hand manipulation behaviors come to single-
point and multi-point interaction. Typical examples include
single-point tapping, pressing, sliding, and multi-finger grasp-
ing/holding, squeezing and rotating. Important metrics include
the supported manipulation types (e.g., holding an object still,
squeezing a sponge, grasping an object) [10], as well as the
motion range and motion resolution of the manipulation.

High-fidelity contact handling refers to penetration-free mod-
eling for various hand-object contacts, and stable simulation
of diverse manipulation behaviors. The various distribution of
hand-object contacts is capable of invoking dexterous manipu-
lations, e.g., rotating an object. Important metrics include the
hand-object penetration depth, and the stability of the simulated
manipulation behaviors.

Diverse interaction forces include fingertip normal force,
tangential/friction force between finger/palm and the manip-
ulated objects, gravity and inertia force of the virtual object.
Important metrics involve the dimension, accuracy, stability and
dynamic/transient characteristics of the desired haptic stimuli on
the user’s hand.

A high update rate (e.g., 1 kHz) is required for kinesthetic
rendering to simulate high contact stiffness stably [11], [12],
while the update rate can be appropriately reduced for the inter-
action with soft objects. Cutaneous rendering does not impose
the update rate restriction for stability [13], [14].

3) Concurrent Visuo-Haptic Display: calling for spatial and
temporal registration.

Haptics and vision are both important for humans to ex-
plore the virtual environment with their hands [2]. Effective
integration of visual and haptic display is vital for natural
hand-based interaction [1]. The main metric is the spatial and
temporal consistency between the visual display and haptic
display.

This survey summarizes key computational components cur-
rently available in hand-based haptic simulation depicted in
Fig. 2, i.e., virtual hand modeling, hand-based haptic rendering,
and visuo-haptic fusion feedback.

III. VIRTUAL HAND MODELING

Fig. 3 shows the bone structure of the human hand, and the
real hand consists of ligaments, tendons, and muscles. Each
finger except for the thumb has three bones (distal, middle, and
proximal phalanges), and three joints (MCP, PIP, and DIP joints).
The thumb has two bones (distal and proximal phalanges) and
two joints (MCP and DIP joints). For more details about hands,
readers can refer to [15].

Virtual hand modeling is a prerequisite for hand-based haptic
interaction, which represents external geometric attributes of
the human hand, as well as characterizes its internal physical
attributes. Here, instead of discussing how to construct a visually
realistic hand avatar through graphics rendering, we focus on
modeling methods that facilitate efficient hand-object contact
handling and diverse manipulation behaviors, which is funda-
mental for high-fidelity haptic simulation.

Fig. 3. The bone structure of the human hand including the forearm and
wrist [7].1 CMC: Carpometacarpal joint; MCP: Metacarpophalangeal joint; PIP:
Proximal interphalangeal joint; DIP: Distal interphalangeal joint.

A. Geometric Model

Geometric models are used to represent the 3D shape of the
virtual hand, and geometric constraints of the palm and multiple
fingers. Each element of the virtual hand can be represented
by using mainstream discrete models, e.g., mesh model [16],
[17], [18], [19], [20], [21], [22], [23], voxel model [24], [25],
point-shell model [26], [27], and sphere model [28] [29]. The
mesh model (such as Fig. 4(a)), adopted in the field of haptics
by Zilles et al. [30] from computer graphics, can provide a
compelling display of the virtual hand because of its fine surface
mesh, but this model tends to produce penetration effect during
force rendering [31]. When combined with voxel model, the
point-shell model [27], [32] can facilitate efficient hand-object
collision detection.

Simplified models (e.g., skeleton model and sphere model)
are usually used in geometric modeling of a virtual hand. Wan
et al. [27] constructed a virtual hand with a metaball model,
which was tessellated into a triangular mesh [33] to facilitate
both the motion control and the visual enhancement of the virtual
hand. Some researchers used a set of skeletons attached with
meshes to represent the virtual hand, and the attached meshes
were deformed by changing the skeleton poses, such as Zhao
et al. [34] and Kim et al. [35], [36], [37].

B. Physical Model

Physical models are used to describe the physical properties
of different hand structures (bone, muscle, skin, etc.), including
elastic modulus, Poisson’s ratio, nonlinear stress-strain charac-
teristics, etc. The human hand is anisotropic and non-linear,
which is connected by multiple bones and joints covered with
soft tissue, bringing great challenges to construct a physically
realistic virtual hand.

1[Online]. Available: https://commons.wikimedia.org/wiki/File:Blausen_
0440_HandBones.png

https://commons.wikimedia.org/wiki/File:Blausen_0440_HandBones.png
https://commons.wikimedia.org/wiki/File:Blausen_0440_HandBones.png
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Fig. 4. Examples of virtual hand models. (a) A meshed virtual hand model [19]. (b) A virtual hand including the skeletal bone and a deformable flesh [41] (left:
articulated hand skeleton with 16 bones, middle: surface model for visual rendering, and right: embedding tetrahedral mesh to model flesh elasticity). (c) A 4-layer
flexible virtual hand model [24]. (d) A 5-layer hand model [42]. (e) Deformable hand models and physical particles [36] (left: global deformation model, i.e., shape
deformation by the hand skeleton, middle (blue box): sparse physics particles, and right: local deformation model for contacted skin).

Articulating multiple rigid hinged links is the most straight-
forward method for constructing a virtual hand avatar. Borst
et al. [16] built an articulated virtual hand model that was driven
by a spring model. This method was shown to be efficient for
dexterous interaction with haptic feedback on the palm and
fingers [38]. Ott et al. [39] extended such method for bimanual
haptic manipulation. Jacobs et al. [40] developed a Jacobian
matrix to represent their God-hand model consisting of a palm
and separately connected phalanxes for each finger.

The deformable simulation of the virtual hand is not only
necessary for a more realistic-looking simulation [43], but also
for more accurate simulation of contact friction required for
stable manipulation [42]. Finite element model (FEM) and its
extensions are usually used to simulate deformable hands [17].

To maintain intuitive hand-object interaction in real time, Kim
et al. [36] simulated deformable hands using a number of physics
particles. As shown in Fig. 4(e), the global hand deformation
is driven by hand skeleton poses. A small number of physics
particles are attached to skin meshes for physical simulation.
Local deformation occurs when the skin meshes collide with
a virtual object, providing stable manipulation results. This
deformable hand was utilized for the handover manipulation [37]
of a virtual object as well as the direct hand manipulation of
constrained virtual objects [35].

C. Kinematic Model

Kinematic models are generally driven by captured data using
a hand tracking system to control virtual hand movements. The

bones and the joints that link those bones together are two
key components that constitute the basic structure of a hand.
For virtual hand modeling, it is challenging to simulate joints
between bone components so that its adjacent components do not
separate or penetrate each other. Jacobs et al. [40] used two-DoF
spherical joints to limit the fingers’ movement in relation to the
palm, and used revolute joints that allow for one rotational DoF
to connect the phalanxes.

The number of degrees of freedom that determines the com-
plexity of the virtual hand model is an important variable that
affects the kinematic dexterity of the virtual hand. Some re-
searchers modeled the virtual hand using 33 DoFs for maintain-
ing the anatomical articulation [34], [44]. Such a high-resolution
anatomical model is computationally expensive for haptic ren-
dering. Studies in neuroscience demonstrated that a substantial
reduction from the high number of DoFs is possible to describe
hand posture [45]. Liu et al. [46] used 22 DoFs to model their
virtual hand: 2 DoFs MCP joints, 1 DoF for proximal PIP joints,
1 DoF for DIP joints, and 3 DoFs for the palm. Mulatto et al. [6]
animated a virtual hand avatar with 20 DoFs based on postural
synergies, and the hand posture was represented using fewer
variables.

The skeleton structure of the virtual hand determines the hand
kinematic behaviors. Vision-based [47], [48] and glove-based
(optical fibers, inertial sensors and strain gauges) methods,
referring to previous surveys [3], [7], [49] for more details, are
commonly used for hand motion tracking. There are two main
ways to map the motion of the user’s hand to the kinematic
model: fingertip mapping and joint space mapping.
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Fingertip mapping is to establish the mapping relationship
between the real-fingertip position and the virtual-fingertip po-
sition. Inverse kinematics (IK) [50] is used to solve joint angles
for the knuckles of each finger. Fingertips and the palm are
more frequently used for manipulating an object by a hand [17],
[51]. Some studies developed kinematic inversion algorithms
to estimate the kinematic configuration of the whole hand for
limited tracking information (e.g., the motion of the index finger
and thumb tips [6]).

Joint space mapping builds the mapping relationship between
real hand joint angles with the virtual ones. With the tracked hand
posture, the corresponding gesture can be determined according
to the relationship between the angle of finger joint and the set
threshold [52]. The joint angles of the virtual hand can also be
computed according to the motion constraint relationship among
knuckles for each finger with obtained bending angles [53]
or by introducing calibration parameters (e.g., joint gains and
offsets) [54], [55].

When applying the motion of the tracked hand directly to the
virtual hand, some problems may occur. For example, sudden
displacements of the hand may turn into excessive forces if the
tracking output is noisy or discontinuous. Verschoor et al. [56]
produced the configuration of intermediate bones by taking
as input the tracked hand configuration and the full skeletal
simulation, and coupling energy was modeled to ensure that the
intermediate bones follow the tracked configuration. Benefiting
from the ability to limit the tracking forces acting on the hand’s
tissue, this elastic tracking method ensures robust and natural
interactive simulation.

D. Multi-Layer Hand Model

The human hand has a complex anatomical structure con-
sisting of skin, soft tissues, bones, etc. The simulation of its
deformable parts is vital for realistic display, and also necessary
for stable hand manipulations, especially for interaction tasks
with cutaneous feedback. Researchers have explored multi-layer
modeling strategies for deformable hand simulation and hand-
based haptic interaction.

Jacobs et al. [57] developed a virtual hand model by coupling
soft bodies (15 soft pads) to a rigid hand skeleton (16 rigid
finger bones), and they extended the lattice-shape matching
algorithm [58] with adaptive stiffness of the soft bodies for
robust interaction. Similarly, Pouliquen et al. [59] modeled
fingers consisting of a rigid articulated skeleton and deformable
finger pads, and FEM was used to model deformation tissues.

Garre et al. [41] built a rigid-soft coupled hand that includes
skeletal bone and a deformable flesh based on layered de-
formable models [60], [61]. As shown in Fig. 4(b), the skeleton
was formulated using an articulated model and the deformable
flesh (embedded tetrahedral mesh) was modeled following a
linear co-rotational FEM [59]. Linear blend skinning (LBS) [62]
was used for the skinning implementation. The skeleton and
flesh were bidirectionally coupled using zero-length springs
between nodes of the deformable hand and rest positions skinned
from the rigid body configuration.

Multi-layer strategies of virtual hand modeling have also
been explored to achieve a compromise between accuracy and
efficiency for hand-based haptic interaction. Wan et al. [24]
proposed a 4-layer flexible virtual hand model (Fig. 4(c)) in-
cluding a skin layer, a kinematics layer, a collision detection
layer and a haptic layer. The deformation of the skin layer
was driven by the kinematics layer using the skeletal sub-
space deformation (SSD) method [62]. The collision layer built
with simplified geometries was used to implement efficient
collision detection. The haptic layer was composed of many
line segments for force computation. Talvas et al. [42] built a
5-layer virtual hand model (Fig. 4(d)): the tracked hand data,
a reduced coordinates model, a mapped rigid body skeleton,
deformable phalanges, and a surface collision/visual model. The
rigid skeleton was mapped to the reduced coordinates model
following the tracked data with stiff springs. The visual model
was skinned from the deformable phalanges simulated with
linear co-rotational FEM [63]. The collision model was mapped
to both the rigid-body model and deformable phalanges using a
global co-rotational approach [64].

IV. HAND-BASED HAPTIC RENDERING

Haptic rendering refers to the process of conveying haptic in-
formation about virtual environments to the user through desired
sensory stimuli [65]. With the advent of multiple kinesthetic
haptic devices and cutaneous haptic devices [4], [5], corre-
sponding hand-based haptic rendering methods are required to
provide users with kinesthetic feedback on muscles, tendons
and joints (kinesthetic rendering), as well as cutaneous feed-
back on the skin (tactile rendering). This section discusses the
key computational components of these two haptic rendering
technologies.

A. Kinesthetic Rendering

For hand-based interaction, kinesthetic rendering can be for-
mulated as the simulation of hand-object contacts (Fig. 5 and
Table I), and feedback is usually displayed by computing cou-
pling forces between the hand avatar and the kinesthetic haptic
device. Similar to tool-based kinesthetic feedback [11], high
frequency is required for hand-based force display. As described
earlier, it is not trivial to realize a high enough update rate
in hand-based haptic simulation due to its high computational
complexity. In the following, we describe what efforts existing
research has made in collision detection, collision response and
force computation to achieve stable and efficient kinesthetic
rendering.

1) Collision Detection: Collision detection is used to iden-
tify whether and how a virtual tool is in contact with virtual
objects in a virtual environment at a certain moment. To pro-
vide precise contact information to collision response and force
computation, efficient strategies of collision detection have been
concerned for hand-based interaction.2

Voxel-based collision detection, implemented as the Voxmap
PointShellTM (VPS) software [67], facilitates a high haptic

2[Online]. Available: http://www.cyberglovesystems.com/

http://www.cyberglovesystems.com/
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TABLE I
TYPICAL APPROACHES FOR HAND-BASED INTERACTION WITH KINESTHETIC FEEDBACK

Fig. 5. Examples of kinesthetic simulation results. (a) Haptic interaction with
a loaf of bread and a rigid car using a CyberGrasp2 device [41]. (b) Virtual
objects grasped by a left-handed operator using two 3-DoF haptic devices [6].
(c) Grasping various objects using the method in [54]. (d) Contact with a soft
hand being rendered through an underactuated exoskeleton [66].

update rate due to its approximate nature, and it can be used
for arbitrarily complex geometry. Wan et al. [27] used the
collision proxy concept to remedy the problem of dynamically
constructing point shells, implementing a VPS method [26] for
the deformable virtual hand. The collision proxy, a collection of
points on the virtual hand surface, was attached onto the fingertip
for each finger and used as the finger’s PointShell. The compu-
tation of the distance field can support fast collision detection,

which is independent of the geometric complexity of objects.
Nevertheless, the performance of distance-field-based collision
detection depends on the storage structure and generation time of
the distance field. To speed up the collision detection evaluation
for hand-based interaction, Zhao et al. [34] precomputed the
signed distance transformation of the object and simplified the
runtime evaluation process as lookup table operations. Similarly,
Verschoor et al. [56] computed a signed distance field for each
virtual object at initialization to accelerate the hand-object colli-
sion detection, and thus collisions of vertices on the hand surface
could be quickly checked by querying the distance field.

A two-stage strategy that includes coarse detection and fine
detection [67] (e.g., spatial partitioning algorithms and bounding
volume hierarchies-BVH) is commonly used to improve the
efficiency of collision detection. Tzafestas et al. [68] developed
a real-time collision detection algorithm for whole-hand kines-
thetic feedback based on the spherical octree structure proposed
in [69]. Jacobs et al. [57] performed collision detection between
the deformable finger-pad and objects using the optimized spa-
tial hashing described by Teschner et al. [70]. BVH, commonly
using spheres [71] and boxes as an envelope for the shape of each
virtual object, is capable of accelerating collision detection for
dynamic scenes of rigid bodies. As shown in Fig. 6, when mod-
eling a virtual hand by a sphere-tree model [28], low-hierarchy
levels (such as level 1 and level 2) provide coarse detection, and
the accuracy of collision detection grows higher with the level of
hierarchy increases. Tong et al. [29] used a sphere tree to model
the palm and achieved over 1 kHz collision detection for the
whole hand interaction with five cone-frustum fingers. In addi-
tion, OBB-trees were usually used for fast collision detection
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Fig. 6. Different-level sphere trees generated for a virtual hand [28]. The
left-most figure is a polygonal model and the rest are sphere-tree models with
different levels.

by building simplified structures for the virtual hand [19], [72],
and Tian et al. [72] further sped up the hand-object collision
detection by a queue-based technique [73] for parallel traversal
of OBB-based BVH on GPUs.

The aforementioned collision detection methods used for
hand-object interaction sample objects’ trajectories at discrete
times. Visual interpenetration can occur due to large discrete
detection time steps. Moreover, details of hand-object interac-
tions can be missed when objects are too thin or the virtual
hand moves too fast. To handle virtual assembly simulation
that often requires highly detailed models, Jacobs et al. [40]
made a trade-off between the simulation quality and interactive
simulation rate, and undesirable interpenetrations were inhibited
based on the resulting accelerations of all bodies and continuous
collision detection. Höll et al. [23] used the Continuous Dynamic
mode of Unity for collision detection to support fast hand
movements.

2) Collision Response: As one core component of haptic
rendering, collision response is required to determine contact
information (such as penetration distance, contact points, con-
tact normals, etc.) for force computation. Heuristic-based ap-
proaches depend on the predefined heuristic or a priori infor-
mation about the hand and/or object. These methods are mostly
used for object grasping [74], [75], [76], and perform well for
predefined manipulation behaviors. To realize more realistic
and natural hand-based interaction, physics-based approaches
including penalty-based and constraint-based approaches have
attracted much attention for haptic simulation.

Penalty-based methods usually model contact constraints as
springs. The elastic energy of springs increases when the haptic
tool (i.e., haptic hand for hand-based interaction) penetrates
into a manipulated virtual object. Penalty forces are computed
to push the graphic tool (i.e., graphic hand for hand-based
interaction) toward a non-penetration configuration [77]. In the
early stage, single-point penalty-based models were built to
compute the contact information between the virtual hand and
virtual objects in VEs [78]. To address the problem of possi-
ble hand-object visual interpenetration for classical point-based
contact handling approaches, Borst et al. [54] coupled a dy-
namic articulated hand model to the tracked hand configuration
through a system of virtual linear and torsional spring-dampers.
Hirota et al. [17] constructed a deformable hand using FEM.
A co-rotation method was introduced to mitigate the effect of
geometric nonlinearity caused by bending fingers. The friction
contact between the virtual hand and an object was introduced

by the penalty method [79]. The damping factor was integrated
into Newton’s and Euler’s equations of motion for each of the
contact points, ensuring the simulation stability during the mo-
tion computation. In addition, to ensure stable haptic rendering,
Garre et al. [18], [41] used a viscoelastic coupling that was
extended from the virtual coupling algorithm [80]. As stated
in [41], such methods suffer from excessive smoothing under
moderately slow visual thread updates due to the use of virtual
coupling. Verschoor et al. [56] resorted to approximating the true
behavior of skin deformation and friction to balance accuracy
and interactivity. An energy-based formulation was designed for
all the relevant mechanical and interaction elements: coupling
between the hand’s skeleton and the user’s motion, constraints
at skeletal joints, non-linear soft skin deformation, coupling
between the hand’s skeleton and the soft skin, frictional contact
between the skin and virtual objects, and coupling between a
grasped object and other virtual objects. Benefiting from the use
of the efficient energy-minimization solver, this work enables
natural and intuitive interactions between the virtual hand and
VEs in real time.

Penalty-based collision response methods are favored in
hand-based interaction because of their simple implementation,
and many improvements have been made to obtain acceptable
performance. When the contact state (e.g., the position of the
contact point or the normal of the contact surface) changes, for
example, a finger rapidly slides on an edge of virtual objects,
contact forces may not be accurately solved. This phenomenon
may lead to inconsistent visuo-haptic feedback (such as possible
hand-object interpenetration), unstable contact forces, and an
unrealistic sticking effect. Constraint-based methods aim to
handle all contacts by solving a single computational problem,
attempting to constrain the configuration of the graphic tool to
be free of penetration. Compared with penalty-based methods,
constraint-based methods can achieve accurate contact simula-
tion. An issue worth paying attention to is that its computational
complexity brings great challenges to accurately simulate con-
tact mechanics at a haptic update rate using constraint-based
methods, even for a linearized system.

Garre et al. [18] coupled the modeled deformable hand and
the rigid handle by setting stiff damped springs between their
corresponding nodes, and implicit integration methods were
used to integrate the dynamics equations to ensure stiff yet
stable hand-handle coupling. To efficiently solve the coupled
dynamic problem, they proposed a constrained dynamics solver
based on the computation of a Schur complement [81]. The
exploration toward full-hand haptic interaction in [18] did not
account for skeletal constraints. Garre et al. [41] further used
Newton-Euler equations to describe the skeleton dynamics,
and a linear co-rotational FEM approach for the deformable
flesh. The coupled skeleton-flesh dynamics was solved based
on constraint-based response in two steps: compute the bone
velocities that satisfy joint constraints without varying the po-
sitions and velocities of the flesh nodes, and refine the bone
velocities and compute the flesh velocities, accounting fully for
the skeleton-flesh couplings with no joint constraints. Given that
the God-object approach [82] can enable efficient computation
of penetration-free interactions, Jacobs et al. [40] extended this
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approach to support multi-finger interactions. An equation sys-
tem was derived to simulate multiple God objects using Gauss’
principle of least constraint. The phalanxes of each finger were
tied together and limited in their local movement by constraints.
A generalized acceleration vector was calculated by finding an
optimal solution for the dynamics equations, and on this basis the
constrained target positions were computed in Euler integration.
This God-hand method stably supports multiple God objects
with no undesirable interpenetrations based on a continuous
collision detection [82] and the resulting accelerations of all
bodies.

The simulation of a deformable hand is capable of facil-
itating stable hand-based interaction due to the potential of
stable friction simulation. The softness of the fingerpads can
produce a fast expansion of the contact surface at the initial
contact, leading to intensive computation because the number
of contact points increases. Some strategies, such as constraint
separation [83], contact reduction/clustering methods [84], and
volume constraints [85], have been reported to effectively handle
complex contact scenarios involving large numbers of contact
points. Talvas et al. [42] introduced aggregate constraints based
on volume contact constraints [85] for dexterous grasping with
a soft finger. All contacts on each phalanx were aggregated
into a single set of separation and friction constraints, reducing
the number of constraints. To accurately simulate the contact
response at sharp edges of objects, a weighting method was
introduced for simulating the non-uniform pressure distribu-
tion within aggregate constraints. Ultimately, a minimal set of
constraints was obtained for accurately simulating dexterous
manipulation of virtual objects with soft fingers at an update rate
of tens of Hertz. Tong et al. [29] decoupled the high-dimensional
optimization problem to several simple ones and solved config-
uration for each finger independently, achieving an update rate
of higher than 1 kHz.

3) Force Computation: There are two main methods used to
compute feedback force: direct mapping method and virtual cou-
pling method. The direct mapping method regards the penalty
force as the feedback force, which is directly output to haptic
devices. A jump on the contact position or the contact normal
may result in jumps of force and torque, and thus it is difficult
to guarantee the stability of the feedback force using a direct
mapping method. The virtual coupling method [80] connects
the haptic device and a VE by a virtual spring and a virtual
damper in parallel, which can simplify the problem of ensuring
interactive stability.

Ott et al. [39] first introduced a direct mapping method
to compute the force feedback. The force direction could be
discontinuous for some specific examples. They then built a
mass-spring hand model, and obtained the feedback force by
computing the distance between the position of the tracked hand
and the position of the mass-spring system. Borst et al. [54]
extended the virtual spring-damper coupling commonly used
in single-point devices (e.g., PHANToM) to hand-based haptic
interaction using force-feedback gloves. Considering the limited
degrees of freedom of these gloves, they reduced the forces
and torques of the spring model for mapping to the glove
actuators. They assumed one degree of freedom per fingertip

Fig. 7. (a) Components of force-feedback rendering in [54]. (b) Basic steps
of haptic rendering based on handle-space force linearization [18].

and computed a scalar force at each fingertip as ffeedback =
−(α1fτ1 + α2fτ2 + α3fτ3 + α4fls) · n, where α1, α2, α3 and
α4 are user-chosen coefficients, fτ1,fτ2 and fτ3 are three forces
related to flexion torques, fls is a force computed using a lin-
ear spring-damper by not considering palm base configuration
during forward kinematics, and n is a unit vector describing the
force direction of the actuator. The above computation equation
of feedback force blends four force components (see Fig. 7(a)).

Garre et al. [18] computed the feedback force through a
two-way virtual coupling (Fig. 7(b)-bottom) between the haptic
device and the proxy handle. As shown in Fig. 7(b)-top, the
haptic device was connected to a rigid handle on the hand
model. In Fig. 7(b)-middle, Fc denotes the total coupling force
between the handle and the virtual hand, and Fc* denotes
the actual coupling forces between the handle and the rest of
the hand. To ensure stable haptic rendering, Garre et al. [41]
extended the virtual coupling method [80], and they set a
six-dimensional viscoelastic coupling (i.e., linear and torsional
viscoelastic springs) [26] for each pair of tracked and proxy
bones. Joint constraints for proxy bones were not modeled in a
haptic thread to ensure computational efficiency. Tong et al. [29]
calculated forces according to the position deviation between
the tracked fingertip and graphic fingertip for each finger, and
obtained force feedback using a Dexmo haptic glove [86].

Underactuated haptic devices possess the advantages of sim-
plicity and affordability [66], [87]. In recent years, specific ren-
dering algorithms have been explored for underactuated haptic
devices. Lobo et al. [66] extended the typical proxy-based haptic
rendering strategy for underactuated devices by defining two
instances of the proxy. After obtaining displacements in the
actuated subspace, the subspace proxy allows computing force
commands that are optimally constrained to actuated DoFs. This
method is highly favorable for multi-dimensional environments,
it is however not efficient when the user’s finger is modeled
through rigid links and joints and the dimensionality of the
system is reduced to 2-3 DoFs [88]. To tackle the issue of
lacking controllability for underactuated exoskeletons, Sarac
et al. [88] minimized the error between the desired and the
actual output force in the force space and replaced the desired
values with proxy values that the devices can satisfy, improving
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the accuracy of perceived forces. When ignoring the user’s
intent during the proxy-based rendering process, underactuated
devices may produce unwanted ghost forces. Lobo et al. [89]
modeled the user’s intent and designed an optimal rendering
strategy based on anisotropic tracking impedance. The forces
rendered by an underactuated device using their proposed strat-
egy matched well with those rendered by a fully actuated
device.

For the simulation of picking up an object, two stages need
to be considered, i.e. in contact and in lifting while holding the
object. Instead of using the direct mapping method and virtual
coupling method, An et al. [90] explored the appropriate force
that should be given in these two situations. By analyzing the
virtual force acting on the user’s fingers when in contact as
well as manipulating (i.e., moving and tilting while holding)
the object, they formulated a pendulum-based force model that
includes the center of mass (CoM), the tilted angle, and the
grip location, which are the main factors influencing grasping
forces. This study considered manipulated objects with different
shapes, and different grip locations in the experiment, and the
user could successfully manipulate virtual objects in lifting and
tilting actions through the computed forces.

B. Tactile Rendering

In recent years, the advent of cutaneous devices opens the door
to direct hand interaction with cutaneous feedback. Different
from kinesthetic feedback that requires external support, cuta-
neous devices convey cutaneous feedback to users by stimulating
skin mechanoreceptors directly. In this section, we first briefly
discuss current cutaneous display techniques and then review
the main rendering methods.

1) Cutaneous Display Technologies: Recent years have wit-
nessed the advent of cutaneous devices, which impose haptic
stimuli directly on the hand to convey haptic information, such
as local contact surface modulation, skin stretch, and ultrasound
feedback. Current prevalent technologies include active sur-
faces, wearable cutaneous devices, and mid-air haptic interfaces.
Active surfaces enable direct exploration and palpation of dy-
namically varying shapes, such as deformable crusts [91], [92].
We leave out these devices, which aim to reproduce predefined
geometric shapes for the user’s active touch.

Wearable cutaneous devices, varying in terms of their control
strategy based on position control or force control, provide
tactile feedback by stimulating skin directly with miniature
electromechanical actuators. Such devices modulate contact
pressure against the skin, typically at the finger pad. Some
devices are built as a pin array that enables the display of surface
shape to an area of the fingertip [93], others operate on the finger
pad by translating and orienting a small mobile platform [94],
[95], or using two translational DoFs tangent to the finger pad to
produce lateral skin stretch by pulling [96]. When contact takes
place on the skin, both contact force and contact area vary. The
relationship between these two variables provides information
about object softness [97].

Mid-air haptic interfaces enable both direct-touch and mid-air
interaction, without the need to hold or wear any device. Air

Fig. 8. Examples of tactile simulation results. (a) Tactile rendering for dexter-
ous manipulation of a virtual object [103]. (b) Tactile rendering for the explo-
ration of a ball [14]. (c) Tactile rendering based on skin stress optimization [102].
(d) Left: a user interacts with a fluid simulation on an Ultrahaptics device (left).
Right: the extracted pressure field on the virtual hand (bottom), and the rendered
pressure field to the user in the left image (top) [9]. (e) Arts & crafts in the virtual
classroom with a tangible interactive experience of highly realistic deformations,
merging, and splitting [104]. (f) A user discerns the softness of the virtual object
via an ultrasound transducer array [105].

jets and ultrasound modulation are two main strategies for the
mid-air haptic display. AIREAL [98] is designed to use a vortex,
a ring of air that can travel large distances to hit a user’s skin.
Ultrasound devices [99], [100], [101] modulate the activation
of an array of ultrasound transducers to create focal pressure
around the user, which can give the user tactile cues of gestures,
textures, and virtual objects.

Currently, some tactile rendering methods have been proposed
for haptic display using wearable cutaneous devices and ultra-
sound haptic devices (Fig. 8 and Table II). For these two types of
haptic devices, haptic stimulation is limited to the passive outer
layer of the hand skin. Different from kinesthetic rendering,
tactile rendering is therefore not subject to stability problems
due to latency [102]. For such tactile rendering, the update rate
does not affect stability as in kinesthetic rendering, but rather
affects the bandwidth of the interactions that can be rendered.
The following will describe how to perform haptic rendering for
wearable cutaneous devices and ultrasound haptic devices.

2) Rendering for Wearable Cutaneous Devices: To achieve
high fidelity tactile rendering, it is vital to accurately simulate
contact between a skin model and the virtual object. In early
work, the contact model was commonly simplified to each
finger pad. Barbagli et al. [106] proposed a one-dimensional
deformation point-contact model with friction capable of sup-
porting moments about the contact normal. Kawasaki et al. [107]
presented a point contact model to compute the static and/or
dynamic friction moment. Such contact models ignored the
high-resolution mechanoreceptor density of finger skin, and
simplified complex force fields perceived by the finger pad as
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TABLE II
TYPICAL APPROACHES FOR HAND-BASED INTERACTION WITH CUTANEOUS FEEDBACK

a single point. The force computed for this point is directly
rendered by a device. Due to the inability to represent the relative
orientation between the finger pad and virtual objects, a point
contact cannot convey curvature information.

It is the potential to improve the accuracy of tactile rendering
by simulating a high-dimensional contact between an accurate
skin model and virtual objects. Perez et al. [108] explored contact
surface matching as an approach for tactile rendering with local
contact surface modulation (LCSM) devices. They simulated
the skin using a strain-limiting deformation model [109] to
characterize the extreme nonlinearities in human skin. After
computing the contact surface to be rendered through the skin
contact model, they computed the device configuration by solv-
ing an optimization problem-minimizing the deviation between
the contact surface in the virtual environment and the contact
surface rendered by the device. Benefiting from the surface
contact matching strategy, this approach can display smooth and
edge contact surfaces, and the orientation of the platform can
successfully approximate the relative orientation between the
finger pad and the surface under contact.

It is computationally complex to simulate nonlinear skin,
which hampered the cutaneous stimulation for full-hand/multi-
finger interaction. The work [108] implemented finger interac-
tion instead of full-hand interaction for computational efficiency.
Later, Perez et al. [103] incorporated an efficient solver based
on a Jacobi relaxation scheme, which linearizes the nonlinear
constraints on each Jacobi iteration and performs line-search

optimization per iteration to guarantee a steady error reduction.
This solver achieved more than 10× over previous approaches,
and enabled multi-finger manipulation of a virtual object by
adopting the contact surface matching tactile rendering algo-
rithm [108].

Based on an accurate and efficient simulation of contact
between a finger model and the virtual environment [103], [109],
Perez et al. [14] further extended their precious contact surface
matching approach [108] by incorporating device workspace
constraints for both open-chain and parallel mechanisms, estab-
lishing a formal optimization-based framework for cutaneous
rendering, such that the contact surface between the device and
the actual finger matches as close as possible the contact surface
in the virtual environment. Through force error analysis, it is
verified that this constrained optimization method outperforms
the unconstrained optimization method and plane-fitting heuris-
tic method. As stated in this work, the contact surface matching
approach is suitable for virtual objects that are rigid or stiffer
than the finger pad. Due to the fast extension of contact area
with soft objects even for very low forces, an LCSM device
with a rigid mobile platform would fail to render such effects
correctly.

The aforementioned LCSM methods did not account for
the mechanical interaction between the haptic device and skin,
which approximated the local contact geometry around a sim-
ulated finger. Verschoor et al. [102] formulated a constrained
optimization to search the device configuration space while



164 IEEE TRANSACTIONS ON HAPTICS, VOL. 16, NO. 2, APRIL-JUNE 2023

producing the best-matching stress. A device-skin simula-
tion model was built to estimate the skin stress distribution,
which accounted for trajectory-dependent effects efficiently
by staggering the computation of friction state and device
configuration. To produce a smooth rendering output, they de-
signed a data-driven model of skin mechanics that aims at avoid-
ing the high computational cost of full device-skin simulations.
The quantitative validation shows the close match between the
stimuli produced by the device and the target stimuli recorded
when interacting with real-world objects.

Different from the aforementioned studies that addressed
tactile rendering methods for 3-DoF wearable devices, Hirota
et al. [110] proposed a deformation matching method that min-
imized the error between the target skin deformation and the
skin deformation caused by the device. They compared this
deformation matching method with the force matching method
that minimizes the error between the target force and the acting
force of the device. These two methods rendered frictional
contacts between the finger [111], [112] and a plane using a
pin-array tactile display [113] with the ability of simulating 128
points, and the results show that deformation matching performs
better on the perception of the friction coefficient and friction
direction than force matching.

3) Rendering for Ultrasound Devices: As a mid-air haptic
display technology, ultrasound haptics [114], [115] employs an
array of ultrasound transducers as actuators to produce high-
frequency pressure waves, which enables direct touch sensations
on the skin. Ultrasound haptics possesses the capabilities of
modulating multiple tactile focal points at the same time, which
promises the possibility of a more immersive and scalable virtual
touch experience.

Long et al. [116] proposed Amplitude Modulation (AM)
to control the pressure intensity at focal points by solving an
eigenproblem. Spatiotemporal Modulation (STM) [117], [118]
was also studied to produce target shapes by moving a single
point at high speed, in which parameters (e.g., the velocity of
the focal point) are required to be tuned for optimal sensitivity.
Barreiro et al. formulated the computation of the rendered pres-
sure as an optimization problem, and optimized the location and
intensity of focal points based on AM for the interaction with
fluid [9] (Fig. 8(d)) and clay material [104] (Fig. 8(e)). Jang and
Park [119] computed the pressure distribution of the rigid-fluid
interaction, and reconstructed a target pressure field by solving
their proposed AM as an optimization using a hill-climbing
method. To address the AM’s issue of perceivable vibration
on the skin (typically at 200 Hz), Barreiro et al. [120] further
proposed path routing optimization for STM (PRO-STM) to
render the force distribution resulting from a dynamic virtual
interaction, which provides larger and smoother coverage com-
pared with AM rendering method [9].

Matsubayashi et al. [121], [122] focused on manipulating 3D
objects with ultrasound haptic feedback. They estimated the
cross section of the finger in contact with the virtual object
and enabled the user to recognize the object surface for quick
grasping through the pressure distribution on the finger [121].
This method was extended for any 3D polygon mesh model
by generating time-averaged pressure distribution through the

moving of the ultrasound focus along the points of the finger
surface near the polygon surface with a high speed [122]. Mat-
subayashi et al. then formulated the rendering of pressure dis-
tribution as an optimization problem of phases of transducers or
together with phases of target pressure distribution, reproducing
the tactile sensation of touching a soft object [105] and accurate
pressure pattern on the hand surface [123] via an ultrasound
transducer array [124]. Matsubayashi et al. [125] further eval-
uated the performance of the Levenberg-Marquardt method for
optimizing the transducer phase, showing its higher accuracy in
reproducing the amplitude distribution of the sound field than
conventional algorithms. Due to the high computational cost,
this method is however difficult to control the pressure distri-
bution. Plasencia et al. [126] proposed a GPU phase retrieval
algorithm (GS-PAT), which achieved 17 kHz computing for
up to 32 simultaneous points of ultrasound fields on NVIDIA
GTX 1660, enabling multi-point spatio-temporal modulation of
drawing speed and frequency independently or multi-frequency
stimulation.

Howard et al. [115] proposed a robotic solution to increase
the usable workspace of ultrasound mid-air haptic devices, thus
to enable the adequate synchronization and co-location of ul-
trasound tactile feedback with other stimuli for VR interaction.
An open-source software framework [127] was also proposed
for the stimulus design of the ultrasound tactile rendering and
perceptual evaluation. Some studies have evaluated the percep-
tion of focused ultrasound haptic stimuli [127], [128]. Perquin
et al. [129] studied the discrimination of motion direction and ev-
idenced the directional bias for dynamic STM patterns. Howard
et al. [130] investigated the perception of continuity or gaps
between neighboring AM focal focused ultrasound stimuli.

V. PERSPECTIVES FOR RESEARCH

The existing studies reviewed above have produced delightful
visuo-haptic interaction experiences. This section will elaborate
future research topics by identifying the gaps between existing
technology and natural hand-based haptic interaction.

A. Realistic Visual Display of Hand-Object Interaction

Tables I and II summarize typical studies for hand-based in-
teraction with kinesthetic and tactile feedback. Existing studies
support hand-based interaction with rigid objects well, and usu-
ally involving a single object. For the interaction with complex-
material objects, such as clay-like objects [104], and fluids [9],
the update rate of full simulation and haptic rendering is tens of
Hertz. Such a low update rate results from the high complexity
of modeling complex-material objects such as nonlinear defor-
mations and fluids, which also brings challenges to interactive
realism. In particular, when the user interacts with a virtual
environment with multiple objects of different properties, such
as grasping a fish in a fish tank, it is necessary to integrate differ-
ent models. The coupling between different physical properties
requires to be performed in an efficient manner for a realistic
experience. Subspace methods facilitate efficient computation
through model reduction [131], providing a potential way for
modeling complex scenarios.
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Fig. 9. Examples of complex manipulation behaviors. (a) Grasping a vase
with multiple fingers [72]. (b) Rotating a pencil with three fingers [42]. (c)
Palpating and identifying the stiffness, the location and the geometric boundary
of a suspicious lump in a surgery [138]. (d) The interaction between two hands.3

(e) Assembling small-size parts in virtual assembly/maintenance [139]. (f)
Stroking a furry animal.4

For virtual hand modeling, multi-layer hand avatars includ-
ing skin, soft tissue and skeletal bone have been constructed
to mimic the structure of the human hand [41], [56]. These
hand avatars enable kinesthetic ability or cutaneous features
for hand-based interaction with haptic feedback. In the real
world, the movement of palm bows allows the human hand to
manipulate objects of different sizes and shapes. Currently, the
palm is usually represented as a rigid body without metacarpals,
which results in a lack of freedom of motion in palm bows,
making it difficult to manipulate diverse objects. To improve
the realism of virtual hands for manipulating various virtual
objects, it is necessary to build a deformable palm with a high
degree of freedom in addition to deformable fingers and map
the motion of the real hand to drive the virtual hand accurately
and efficiently. There are two constraints to achieving the above
goals, one is the high complexity of virtual hand modeling, and
the other is the limitation of hand tracking and mapping, such
as high-DoF motion matching between the real hand and virtual
hand, especially for the thumb and palm, and the adaptability
to different hand sizes (e.g., width, length, and circumference).
Data-driven methods possess advantages of high efficiency and
accuracy for contact-free static poses, and subspace simulation
methods provide a fast way to approximate soft-tissue defor-
mations [131], [132]. A hybrid of such two approaches has the
potential to enhance the realism of hand-based interactions.

B. Haptic Simulation With Multiple Dynamic Contacts

Figs. 5 and 8 show typical results of existing hand-based
haptic simulation methods. We can see that the typical grasping
and touching of rigid objects by one hand or a finger can
be simulated and rendered with haptic feedback. It however
remains challenging to mimic complicated contact situations in
a natural manner, including multi-point contacts during multi-
finger cooperative manipulations (Fig. 9(a)−a soft hand grasps
a vase with multiple fingers, and Fig. 9(b)−three fingers rotate a

3[Online]. Available: https://www.youtube.com/watch?v=h5WzF1ch3ww
4[Online]. Available: https://www.youtube.com/watch?v=OK2y4Z5IkZ0

pencil), and contacts between the virtual hand and virtual objects
with special shapes (thin-wall objects and thin lines [28], [133],
etc.) or complex physical properties (deformable objects [104],
[134], [135], etc.). The former challenge results primarily from
the current limited computational and handling ability for vari-
ous distributed contacts due to the complexity of contact model-
ing, and thus hand-object penetration and interaction instability
might occur. The latter requires focusing on the simulation
of complex physical properties and contact dynamics, which
is time-consuming for natural interaction, leading to possible
missing of contact determination when the hand moves fast.
These challenges will result in providing erroneous information
for the computation of force and/or corresponding configura-
tion information, affecting stable haptic display and concurrent
visuo-haptic interaction experience.

For bimanual/multi-hand cooperative manipulations (e.g., bi-
manual manipulation − Figs. 1(d) and 9(c)), haptic simulation
involves the coupling of mechanical behavior of multiple hand
avatars (e.g., force coordination of these hands) to maintain the
manipulation stability. Compared with single-hand interactions,
multi-hand interactions involve more complex contact model-
ing, and coupled dynamics constraints needs to be constructed
under distributed contacts with more contacts point/areas to keep
stable cooperative manipulation. In addition, two or more hand
avatars may collide with each other while interacting with virtual
objects, or perhaps multiple users communicate with each other
through hand-hand interactions (e.g., Fig. 9(d)). Under such
circumstances, the visual effects and haptic sensation induced
by hand-hand contacts need to be concerned for the interactive
haptic simulation. Hand-hand interaction involves the contact
modeling of multiple high-DoF objects (i.e., hand avatars), and
high-dimensional computation should perform at high update
rates for haptic display.

The human hand is skilled in performing fine manipulations,
such as palpating and identifying the stiffness, location and
geometric boundary of a suspicious lump in medical proce-
dures (e.g., Fig. 9(c)), assembling small-size parts in assem-
bly/maintenance tasks (e.g., Fig. 9(e)), and stroking a furry
animal (e.g., Fig. 9(f)). For such fine manipulations, multi-modal
(e.g., coupling kinesthetic and cutaneous feedback) and dis-
tributed haptic feedback are crucial for stable and realistic sim-
ulation, which requires not only multi-modal haptic devices that
can provide multi-point/region haptic stimuli but also efficient
handling of distributed contacts. Due to the need for complex
and time-consuming computation, nonlinear skin modeling and
constrained dynamics solver are two main bottlenecks for sim-
ulating a rich haptic experience. Recent years have witnessed
the rapid development of data-driven haptic modeling and ren-
dering, such as sliding and sticking contact with deformable
objects [136], and the processing of high-dimensional haptic
interaction signals [137], providing possible solutions for multi-
modal haptic feedback.

As elaborated above, contact modeling is the core of haptic
simulation [140]. The exploration of human hand behaviors in
manipulating objects [141], [142], [143] helps to reveal hand
manipulation characteristics, and the understanding of contact
characteristics for real-world interactions will help in modeling

https://www.youtube.com/watch{?}v$=$h5WzF1ch3ww
https://www.youtube.com/watch{?}v$=$OK2y4Z5IkZ0
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hand-object and hand-hand contact. A statistical model includ-
ing fingertip deformations and contact forces can be created
using the data captured during the real finger-surface interac-
tion [144]. Due to the nonlinear behavior of the human hand, it
is however challenging to obtain the spatial distribution of the
mechanical properties in real interaction scenarios. With the lim-
ited real-world contact data, the differences in visuo-haptic in-
teraction experience between the virtual and real manipulations
may provide guidelines to design novel yet simple paradigms
for contact modeling.

C. Validation of Visuo-Haptic Interaction Experience

Tables I and II show some metrics used to evaluate the
performance of hand-based haptic simulation. In reality, most
studies focus on the display of visual realism, including the
non-penetration simulation between the virtual hand and virtual
objects (such as Fig. 5 and Fig. 8) and realistic deformable
effects of the virtual soft hand/fingers [41], [56]. It is chal-
lenging to define meaningful metrics that can be quantitatively
measured for haptic display, which has been one significant
bottleneck that plagues the quantitative validation of the haptics
effect [102].

As mentioned earlier, a high update rate is required for kines-
thetic rendering to simulate high contact stiffness stably, and
cutaneous rendering does not impose high impedance or update
rate restrictions for stability and is safer since its actions do
not directly affect the input of the system (i.e., the position of
the hand). When providing these two-type haptic stimuli at the
same time through multi-modal haptic rendering, does the user’s
nervous system integrate the haptic information in a similar
manner to real interactions? It is necessary to evaluate the user’s
experience and corresponding neural activities for the case of
multi-modal haptic feedback.

Studies showed that the integration of visuo-haptic inputs can
aid in object recognition and perception [145], and concurrent
visuo-haptic inputs can aid in a more accurate perception of
stimuli, over solely visual information [146]. With the advent
of virtual reality technology, it is an interesting and important
problem that should be explored: do the enhancements of the
realistic visuo-haptic display necessarily lead to an improved
subjective experience for users? Such a problem is inspired by
the notion of the uncanny valley from the field of humanoid
robotics [147]. Berger et al. [148] explored whether an uncanny
valley also exists for human haptic perception that might be
rendered during human-robot interaction, teleoperation, or other
virtual manipulation tasks in virtual environments, and found
that enhanced haptic feedback inconsistent with other sensory
cues can reduce subjective realism, producing an uncanny valley
of haptics. Gehrke et al. [149] automatically detected visuo-
haptic mismatches in VR using event-related brain potentials.
D’Alonzo et al. [150] found discordant levels of visualization of
sight and touch elicited revulsion, which extended the concept
of the uncanny valley to avatar embodiment.

In addition, humans inherently interact with the real world
through multiple senses, primarily including sight, hearing,

touch, smell, and taste. The exploration of multi-modal inter-
action, such as the integration of multiple sensory channels,
the creation of natural and compelling multi-modal interfaces
remains a grand challenge [151], [152].

D. Software Platform for Hand-Based Haptic Interaction

Developing a software platform for hand-based haptic sim-
ulation is beneficial in many aspects. An extensible software
platform allows researchers to conveniently develop hand-based
haptic applications, as well as objectively compare different
haptic simulation approaches on a unified platform, which helps
to boost the rapid development of hand-based haptic interac-
tion by sharing and comparing. Currently, there is still a lack
of accessible software platforms to support hand-based haptic
interaction. A few pioneering works for hand-based interaction
such as CLAP5 [56], [104] aims to provide a realistic hand
simulator for real-time applications, and it features real-time
hand simulation with soft skin, supporting hand touching and
grasping of virtual objects. Haptic devices and haptic rendering
algorithms are two key components for the development and
application of a haptic interactive software platform. Due to the
shortage of high-performance haptic gloves and high-fidelity
haptic rendering algorithms that can provide users’ hands with
robust and realistic sensations of interactions with various virtual
environments, it is still a challenge to develop a hand-based
haptic interactive software platform for academic exchange and
commercial development.

To facilitate the development of hand-based interaction appli-
cations with visuo-haptic feedback, a software platform should
satisfy the following requirements: (1) support multi-modal
haptic feedback, including softness, friction, texture, vibration,
temperature, etc.; (2) allow convenient access to different de-
vices, including various visual display devices, haptic devices,
and hand motion tracking devices; (3) support spatiotemporal
consistency of multi-modal haptic and immersive visual feed-
back; (4) support the easy development of 3D interactive scenes
for different application fields, such as medicine, business, and
entertainment.

A three-layer architecture consisting of a low update rate
physical engine layer (such as Unity, the update rate is about
60 Hz), a high update rate (e.g. 1 kHz) haptic rendering layer,
and a hardware control layer might be a potential solution to meet
the above requirements. The physical engine layer is used for
the construction of interaction scenarios and immersive visual
display. The haptic rendering layer performs contact handling at
a haptic update rate, and computing the desired control command
for the haptic device. The hardware control layer needs to be
compatible with different devices. The software platform can
be developed by exploiting GPU acceleration to obtain a high
update rate for haptic display.

VI. CONCLUSION

In this survey, we focused on the interactive simulation be-
tween the virtual hand and virtual objects with haptic feedback

5[Online]. Available: https://clapxr.com/

https://clapxr.com/
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in terms of its computing components that mainly includes
virtual hand modeling, as well as hand-based haptic rendering
for kinesthetic and tactile feedback. Most of existing studies
implement plausible hand models with limited DoFs of hand
motion, and support the hand-object interaction either with
kinesthetic feedback or tactile feedback that does not involve
complex dynamic contacts.

There are still gaps between existing technologies and natural
interaction between the hand and virtual environments with
high-fidelity haptic feedback, including the lack of realistic hand
avatars, the inability to support complicated interactive scenarios
(e.g., hand-based haptic interaction with deformable and fluid
objects, and bimanual/multi-hand cooperative manipulations),
the lack of objective validation of visuo-haptic fusion experi-
ence, and the lack of extensible software platform for hand-
based haptic interaction. Future research to fill these gaps to-
ward natural hand-based interaction with richer haptic feedback
and concurrent visuo-haptic display will bring rapid develop-
ment for potential applications, such as medicine, business, and
entertainment.
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