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 The 2021 Nations League Cup Final 
was a soccer/football match played between France 
and Spain. It was settled by a goal scored by a player 
who was in an offside position when a ball was 
passed toward him by his teammate, but was not 
penalized because in its trajectory, the ball scraped 
the studs of an opponent trying to intercept the ball. 
According to FIFA’s laws of the game “A player in an 
offside position receiving the ball from an opponent 
who deliberately plays the ball, … is not considered 
to have gained an advantage” [1, p. 100] and there-
fore has not caused an offside offense. The goal was 
allowed to stand, and France duly won the match, 
and the cup, with this the winning goal.

This was the cause of some controversy.
It certainly seems bizarre. If his opponent had 

not touched the ball at all, or if it had been acciden-
tally deflected by his opponent, then the goal-scorer 
would have been considered to have been in an 
offside position and would have been penalized for 
an offside offense. But because the opposing player 
tried, and failed, to intercept a ball being passed to 
the player in an offside position (which of course 
he did not, and could not, know), and in doing so 
got the merest touch on the ball and this touch was 
deemed deliberate, it was enough for Schrödinger’s 
footballer to flip between causing, and not causing, 
an offside offense.

Talk about entrapment. 

Knowing the Unknowable: Soft Laws 
and Hard Decisions

There was some commentary after the match 
about the decision being technically correct accord-
ing to a literal interpretation of the laws of the game, 
but not being in “the spirit of the game.” It is easy 
to imagine that this situation was not of the type 
that the regulators had in mind when they drafted 
the rules, and added the caveat quoted above. But, 
if this is the value that is being promoted, that is, if 
the decisions that are produced are judged in con-
sistent with the “spirit of the game” (since no one 
has any idea what a game spirit looks like or knows 
what incantation will invoke one to whisper in the 
referee’s ear or act as a witness in the Court of Arbi-
tration in Sport), then the questions become: 1) 
what is wrong with the laws as they are currently for-
mulated; 2) how perhaps could they be alternately 
formulated; and 3) under this alternate formulation, 
what procedure could be used to produce a consist-
ent judgment. And finally, what are the implications 
for this treatment of “soft laws” in sports arbitration 
in other domains, for example, in criminal law or 
deliberative assemblies. 

In considering this first question, there are three 
initial observations. The first is that the laws them-
selves have not quite gone “The Full Nomic” [2], 
in the sense that the rules do not specify their own 
amendment and degenerate into paradox, but they 
have become increasingly complex and generally 
resistant to traditional restaurant-tabletop expla-
nations with salt-cellars and pepper-pots. With that 
complexity, there is a scope for something on the 
spectrum between ambiguity and inconsistency: in 
the situation described above, a moderate lawyer 
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could surely make a case for offside on the basis 
that “a player in an offside position is … penalized 
on becoming involved in active play by … clearly 
attempting to play a ball which is close when this 
action impacts on an opponent” [1, pp. 99–100].

The second observation is that, as a consequence 
of that complexity, the introduction of technology 
and video assistant referee (VAR) has not done any-
thing to diminish the potential for controversy, all 
too predictably [3]. While the use of technology in 
sporting adjudication has been beneficial in binary 
situations and for decision support, for example, all 
that VAR has contributed (besides delays, expense, 
and elitism) is an extremely literal and reductionist 
identification of being in an offside position; and yet, 
as the laws clearly state, being in an offside position 
does not necessarily cause an offside offense. Finally, 
it can be observed that because of this noncorrela-
tion of offside position and offside offense, and even 
with VAR, judgments of offense are still be prone to 
an element of human subjectivity and interpretation: 
clearly different people have different game spirits.

If complexity is the root of the problem, then 
what of the second question: how could the laws be 
alternatively formulated to reduce complexity? In 
answering, it is tempting to propose instead the min-
imal possible definition. So, as a first go, how about: 
an offside offense is caused by a player gaining an 
advantage from being in an offside position. No need 
to mention “becoming involved in active play,” who 
touched the ball and when, deliberately or acciden-
tally, interfering with an opponent, having to define 
a “save” or deal with “line of sight” issues: the ref-
eree simply has to decide if, in her opinion, a player 
was gaining an (implicitly unfair) advantage over an 
opponent by being in an offside position.

This simplified definition could clearly resolve the 
situation described above in favor of the defender; 
but it would also allow the referee to use her skill 
and judgment to decide all those marginal situa-
tions where the attacking player has a toenail in an 
offside position and, after an interminable delay, a 
goal is ruled out by a narrative-denying VAR. One 
problem with video recording and image process-
ing technology is that it is so much more sensitive 
than the human eye can detect in real time: deci-
sions are being affected by the thickness of the lines 
being drawn on the display, or which frame of the 
video was being used (the laws even had to asterisk 
“the moment the ball is played or touched” as “the 

first point of contact with the ball,” since in the dura-
tion that a player’s foot was in contact with the ball 
while kicking it, the teammate could move from a 
micro-onside position to a micro-offside one).

While this might go against the “spirit” of the fun-
damentalist interpretation of the rules adherence 
brigade, for whom an offside position is an offside 
offense, no matter what the laws actually say, it is 
consistent with the “spirit” of those for whom such 
literal hair-splitting is not providing any sort of mean-
ingful advantage and makes no material difference 
to the actual outcome of the players’ actions. Recall 
this is a socially constructed fact based on an arbi-
trary line defined by a convenient point of refer-
ence—compare the definition of equator separating 
north and south (a line based on physical reality) 
with the definition of the prime meridian (0° longi-
tude) separating east from west (a line based on con-
ventional agreement).

Therefore, the “spirit” of the “legal” offside defi-
nition begs a question: how far can a player be in 
an offside position before she is causing an offside 
offense by gaining an advantage. And this question 
is one of those questions encountered in philosophy 
classes known as a Sorites Paradox [4]: the problem 
of vague predicates being coerced into a binary clas-
sification by applying an arbitrary metric.

The classic example of a Sorites Paradox is to sup-
pose that there is a pile of sand, which an observer 
agrees is a pile of sand. The philosopher removes 
one grain from the pile, and asks again: is this a pile 
of sand? The observer affirms, and the philosopher 
removes another grain; and the process is repeated 
until the question becomes: how many grains must 
be removed before there is not a pile of sand, or is 
one grain of sand also a pile? The general problem 
is caused by small changes which are individually 
indistinguishable to the human eye and mind, while 
the accumulation of these small changes is distin-
guishable and brings about a “flip” in the binary—
from state X to not-X [5].

It has been argued that a Sorites Paradox involves 
a question which is, in some part or sense, “unknow-
able” (epistemologically [6]), yet at the same time, 
the answer is, or can be, “known” (practically). 
One way to determine whether a player is “gaining 
an advantage by being in an offside position” is by 
appealing to consensus, so that the truth of a vague 
predicate is assigned by group usage. The use of 
consensus suggests that “gaining an advantage by 
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being in an offside position” can be determined by 
the proportion of a group that believe this to be the 
case. There are various procedures for doing this 
for different types of questions in different circum-
stances [7]–[10], and in this context it might be 
objected that the answer is overly dependent on the 
constitution of the group. In a partisan setting involv-
ing a competitive football match, the supporters of 
the defending team might almost certainly claim an 
offside offense, while the supporters of the attacking 
team might prefer to give the benefit of the doubt (at 
least until it is their team that is defending).

So, while there is no doubt or dispute over the 
truth of the situation, the possibility of community 
bias can produce divergence over the meaning [11]: 
one group’s offside is another group’s “not in the 
spirit of the game.” Moreover, this meaning is both 
empirical and contextual: it is based on observation 
more than application of the arcane offside law and 
can be biased by numerous contextual factors (the 
teams, the players, preceding events, etc.). It might, 
therefore, be concluded that these situations are 
essentially indeterminate: it cannot be definitively 
asserted that a player is, or is not “gaining an advan-
tage” by being in this offside position.

But what if we insisted that we map this vague 
predicate into a crisp binary proposition. We might 
then observe that within a group, individual mem-
bers would disagree over whether any one particular 
situation can be defined as an “gaining an advantage 
by being in an offside position,” but—supposing the 
group members could be put in a position of com-
plete neutrality—we might also observe that there is 
a reasonably well-defined boundary, which in itself 
is “unknowable” either individually or collectively 
[12], but where a significant majority of the group 
“just know” that an offside position one side of the 
boundary is gaining an unfair advantage and should 
be penalized as an offside offense, and the other  
side is not.

This provides a possible answer to our third 
question: what procedure could be used to make a 
decision under this formulation of the offside rule, 
assuming that we still wanted to keep the referee/
VAR in control and do not want to crowdsource the 
decision in “real time.” One approach would be to 
use crowdsourcing, but take decisions offline: this 
would then be data. It might then be possible to 
use this data to train a machine learning system to 
discriminate between offside positions in which the 

attacking player is gaining an unfair advantage and 
those where she is not. And this leads to the possibil-
ity of the absolutely minimal offside law (see [3]): 
“an offside position is an offside offense if the com-
puter says it is.” This is, perhaps, the ultimate reduc-
tionist form of procedural justice [13].

However, this minimal definition leads directly to 
a consideration of the final question raised earlier: 
if it were possible to formulate laws involving vague 
predicates and adjudicate them this way, what 
would be the implications of such minimalist formu-
lations for soft laws and even for “hard” laws? The 
possible implications are threefold: 1) does possibil-
ity imply desirability; 2) does possibility imply infal-
libility; and 3) does possibility imply accountability?

The answer advanced here, to all three questions, 
is “no.” On the first implication (possibility implies 
desirability), while it might be acceptable in a sport-
ing arena, since the situation described at the start 
of this article affects nothing more serious than local 
Pyreneean bragging rights, it is not necessarily the 
case that this should be extended to other domains 
of human enterprise. Take, for example, the Repub-
lican-controlled Senate blocking Barack Obama’s 
appointment of Merrick Garland to the U.S. Supreme 
Court on specious grounds, while ushering through 
a deeply conservative appointment to replace liberal 
judge Ruth Bader Ginsburg. Even the harshest critics 
of such partisan hypocrisy accept that no rules were 
broken, but that they were interpreted and applied 
inconsistently and not in “the spirit” (those rule spir-
its again) that the original drafters intended.

That is not to say that interpretation is not valid, 
but we need that interpretation to be exposed to 
scrutiny. There is clearly still a role for logical rep-
resentation and formal inference as well as empir-
ical precedent and the human interpretation of 
vague predicates in computer-aided legal drafting 
and application, rather than hiding these processes. 
Algorithmic justice and algorithmic governance 
based on the principle “it is because the computer 
says it is” is surely neither just nor legitimate.

On the second implication (possibility implies 
infallibility), it would be interesting to issue the fol-
lowing “j’accuse” challenge to data science and arti-
ficial intelligence [14]: when the crunch came, and 
the pandemic effluent hit the societal fan, for all the 
vaunted promises of big data and machine learning, 
they failed. Moreover, they failed because so much 
creativity and innovation of science and technology 
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was focused on profit-making and not on pro-social 
benefits, or the general socio-economic challenges 
which are the lived experience of ordinary citizens, 
or the specific actions that would have helped pro-
tect them individually and collectively. It might, for 
example, have been more useful to know that the 
United Kingdom was ill-equipped to deal with a pan-
demic because ten years of Conservative government 
austerity had reduced stocks of protective clothing 
to an all-time low, rather than knowing about a lack 
of toilet paper based on sentiment analysis of inter-
net search engine queries and social media feeds.

And when it came to social media platforms, 
not only did they fail, they arguably made matters 
worse, because even when they were an effective 
prevention of serious illness through vaccination, 
the dissemination of disinformation and misinforma-
tion created resistance in a substantial percentage of 
the population, who rejected that scientific narrative 
while swallowing (quite literally, in some cases) oth-
ers (e.g., hydroxychloroquine and ivermectin). And 
they failed because they too used machine learn-
ing to raise addiction and indentured servitude in 
the pursuit of profit above the pro-social benefits of 
common knowledge, collective action and the pub-
lic interest [15].

On the third implication (possibility implies 
accountability), the answer must again be “no,” 
because if anything this possibility increases non-ac-
countability. Although there are attempts to make 
the machine justify itself through explainability or 
answerability [16], the risk is that algorithmic gov-
ernance of this self-defining sort would allow certain 
politicians not just to be one step further from the 
truth [17], but also to be a giant leap further removed 
from taking responsibility for their actions; especially 
when those actions are demonstrably not in the pub-
lic interest, unlawful, suppress human rights, break 
international law or renege on international treaties, 
and are accompanied by an autocratic tendency 
which actively seeks to avoid scrutiny and account-
ability by the press, the courts, judicial review, or 
public inquiry. For example, the U.K. Government, 
in particular, has made a great deal out of “follow-
ing the science” during the pandemic [18]—which 
is willfully misleading: science advises, politics 
decides; scientists can take responsibility for poor 
advice, but politicians must take responsibility for 
wrong and harmful decisions. How much easier their 

defense would be, if they could claim that they were 
just “following the algorithm,” when they should be 
arraigned for reckless endangerment, misuse of pub-
lic funds, and even crimes against humanity.� 
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