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e are at a crossroads. 
The convergence of 
Artificial Intelligence 
(AI), big data analyt-
ics, and machine 

learning has rapidly produced some 
remarkable technologies: voice, 
face, and odor recognition technolo-
gies for precise personal identifica-
tion; statistical algorithms predicting 
human behavior and preferences; 
camera and sensor networks track-
ing, monitoring, and analyzing 
human activities; and bots of suffi-
cient sophistication to masquerade 
as human actors in 280 characters.

However, when all these digital 
technologies meet authoritarian 
governments or powerful private 
actors (creating business models 
based on personalized data, not 
embedded in effective public gov-
ernance structures for data pro-
tection), privacy, human rights, 
democracy, freedom, and dignity 
are at stake. Repressive regimes 
no longer need to rely on the blunt 
tools of repression, oppression, 
and suppression [1], [2]. With unre-
stricted access to and control of 
information technology and com-
munication infrastructures it is 
possible to use these digital instru-
ments to manipulate and shape 
data collection, information flows, 

public debate, and public opinion. 
Now regimes can build surveillance 
societies [3], manipulate electoral 
districts and democratic elections, 
undermine the independent press 
and academic freedom, and control 
and destroy democratic movements 
and the right to protest.

Bearing in mind that in 2020 
more than 50% of the global popu-
lation is living in non-democratic 
states, and keeping in mind the dis-

turbing trend to authoritarianism 
of populist leaders in supposedly 
democratic countries, it is easy to 
develop dystopian scenarios about 
the destructive potentials of digitali-
zation and AI for the future of free-
dom, privacy, and human rights. But 
here it will be argued: this is only 
half the story, the dark side. The light 
side is that AI and digital innovations 
could also be enablers of a Renewed 
Humanism in the Digital Age.
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Digitalization Challenging 
Democracy
Let us first zoom into some poten-
tial threats. The combination of 
authoritarianism and the technologi-
cal reservoir of digital tools is fright-
ening. Armin Grunwald [4, pp. 168–
175] shows how the characteristics 
of these technologies could chal-
lenge the fundamentals of democra-
cy. He detects five main risks.

The first is that an exponentially 
growing pool of data, which is a new 
source of power, is currently con-
trolled by a small group of globally 
engaged private firms and remains 
largely unregulated. One important 
characteristic of the power of these 
data driven firms is that their tax 
payments are well below the aver-
age. How could and should states 
and citizens control these new digi-
tal superpowers?

Second, algorithms and deep 
learning systems are very good at 
discovering patterns based on big 
data analysis; with growing com-
plexity of data and deep learning 
systems it becomes more and more 
difficult for humans (experts includ-
ed) to understand how algorithms 
actually produce their sometimes 
astonishing results. “Believing” (a 
fundamental characteristic of the 
Middle Ages) technical systems 
would substitute for “knowing” or 
“understanding” causal relation-
ships (fundamental characteristics 
of the enlightenment). If we were to 
transfer more and more decisions 
from policymakers, judiciaries, 
administrations, and parliaments to 
deep learning systems, without solv-
ing the problem of lack of transpar-
ency, technological progress would 
result in societal regression.

Third, digitalization (and autono-
mous technical systems) promises 
to drive the acceleration of decision-
making processes. While this may 
be beneficial for the optimization 
of production processes, it could 

undermine democratic and delib-
erative processes and ultimately be 
destructive for societies. Democ-
racy is about the participation of 
many people, finding compromises 
between different interests and 
values, and creating public dia-
logues — democracy needs time 
to balance the complex tensions 
in diverse communities and societ-
ies. Digitalization is about automa-
tion, acceleration, and optimization. 
Aligning societies and democracies 
to the acceleration dynamics of 
digitalization could undermine their 
power and responsiveness.

Fourthly, democracy is cumber-
some. Algorithms seem to be neu-
tral, quick, objective. But could 
we imagine election campaigns 
between (social democratic, conser-
vative, liberal, green) algorithms, 
representing the different values 
systems within societies; and Algo-
rithms mainly driving or dominat-
ing decision making processes in 
administrations? This would be a 
technocratic, expert-based utopia 
(or dystopia), substituting or under-
mining the complex decision-mak-
ing processes and deliberations of 
democracies and open societies.

Fifth, the collection of multiple 
personalized data makes it possible 
to detect behavioral patterns, life-
styles, politics, or sexual attitudes 
of individuals. One example is that 
of the different types of social 
scoring systems (of private firms or 
public institutions) that are emerging 
around the globe. Large scale societal 
experiments based on social scoring 
technologies are already being used 
by authoritarian regimes, but also by 
so called non-liberal democracies or 
even liberal democracies. From psy-
chology we know that people, being 
“observed” (now by social scoring sys-
tems) feel controlled and start behav-
ing differently [5]. These trends could 
undermine individual freedom, priva-
cy, and public engagement.

Grundwald shows that digitaliza-
tion does not automatically translate 
into strengthening democratic insti-
tutions. Governance is needed to 
align digitalization with democracy.

Four Layers to Think about 
a Renewed Humanism in the 
Digital Age
Against this background of dystopi-
an scenarios or risks we will develop 
a four-step approach to describe 
some cornerstones for a forward 
looking, optimistic future of human-
ism in the Digital Age:

■■ Defending the achievements 
of the Enlightenment in the Digi-
tal Age;

■■ Fixing the weaknesses of En
lightenment with forward look-
ing sustainability concepts;

■■ Developing normative guard-
rails to handle the challenges of 
“technologization of humans” 
and the “humanization of ma
chines”; and

■■ Mobilizing the potentials of digi-
tal innovations for a Renewed 
Humanism in the Digital Age.

Defending the Achievements of 
the Era of Enlightenment in the 
Digital Age
Our starting point is to defend the 
essential achievements of the 
Enlightenment against the described 
threats of digital disruptions to 
democracy, privacy, freedom, and 
dignity. How can we align the 
normative standards of Enlighten-
ment with digital innovations and 
dynamics? What would an institu-
tional setting look like, that embeds 
technological change into open and 
democratic societies. Let us remem-
ber, what we should defend [6, p. 
294]: The project of Enlightenment 
is well summarized in Immanuel 
Kant’s “emergence of man from his 
self-imposed immaturity” [7]. 
Absolutism and God’s grace were 
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replaced step by step by human rea-
soning as the new authority of 
judgement. The Enlightenment con-
sisted of currents of rationalism 
(Descartes), empiricism (Hume, 
Locke), encyclopaedism (Diderot), 
and universalism (Kant), and creat-
ed basic foundations for the idea of 
human rights, science, rule of law, 
and democracy. The self-image of 
humans changed in the transition 
towards the Era of Enlightenment, 
as they were then understood to be 
rational (Kant), autonomous (Des-
cartes, Locke), and communicative 
(Habermas) subjects with natural 
rights (Kant, Rousseau). These 
essential ingredients of the Enlight-
enment should be preserved in the 
epoch of digital change to avoid the 
re-emergence of a “self-imposed 
immaturity,” now not driven by 
Absolutism and religious beliefs, but 
by technological systems with the 
potential to undermine the basic 
structures of privacy, freedom, 
democracy, and autonomy. We must 
consider the following questions [6]:

■■ How can human “maturity” and 
democratic voting processes be 
preserved in the context of 
automated decision making-
processes?

■■ How can processes of deliberation 
in societies be protected in view of 
massive increases in knowledge, 
opinions, fake news?

■■ How can freedom, equality, and 
privacy be protected for all peo-
ple in digital and virtual spaces?

■■ How can the sovereignty of peo-
ple and rule of law be protected 
against digital surveillance?

■■ How can the basic values of the 
Enlightenment be built into algo-
rithms and ML systems?

■■ How could AI experts and pro-
ducers of algorithms be trained 
to consider the normative pillars 
of democratic societies? Could a 
functional equivalent to the Hip-

pocratic Oath for medical pro-
fessionals make sense for the 
AI community?

These questions are even more 
important, as democracy is currently 
not only under pressure from digital 
disruptions, challenging some fun-
damentals of democracy, and from 
some digital protagonists, question-
ing the eloquence of democratic pro-
cedures vis a vis AI driven technical 
systems [8]. In parallel democracy 
is also undermined by right wing, 
authoritarian, populist movements, 
and governments — often using 
digital tools for their purposes. Put-
ting democracy, privacy, and human 
dignity first, and thinking about 
digital innovations as instruments, 
supporting the basic normative val-
ues of open, democratic societies, 
is therefore of high importance in 
these turbulent times.

The Blind Spots of Enlightenment – 
Being Cured by Sustainability 
Thinking
A further developed humanism for 
the 21st century would give us the 
chance to examine the blind spots of 
the Enlightenment Era. Four factors 
are of relevance in this regard [6].

Firstly, the protagonists of the 
Enlightenment focused with good 
arguments on “reasoning,” instead 
of “irrationality” as a basic founda-
tion of societies. In the 21st century 
we should combine the power of 
reasoning and cognitive capabilities 
with the power of social intelligence 
of humans [9]–[11].

Secondly, the protagonists of the 
Enlightenment focused with good 
reasons on the rights of individuals 
against the background of absolut-
ism. In the 21st Century, we cannot 
ignore that a culture of individualism 
needs to be embedded into a cul-
ture of the common good [12], [13], 
recognizing that the freedom and 
creativity of individuals depends on 

societal structures and social net-
working. Humans are social beings —  
we become individuals, because we 
interact with others [11], [14]. Societ-
ies are more than only the sum of 
many individuals [15]–[17].

Thirdly, protagonists of the En
lightenment argued, with good 
reasons, that humans needed to 
emancipate themselves from nature, 
in an era in which the dynamics of 
nature (droughts, extreme weather 
events, fire) threatened (the survival 
of) human communities. In the 21st 
century, the era of the Anthropo-
cene [18], humans need to under-
stand that human existence is 
coupled with the complex systems 
of the biosphere. Meeting the needs 
of 10 billion people in 2050, while 
protecting the globally intercon-
nected ecosystems within the plan-
etary boundaries [19], in order to 
avoid dangerous tipping points 
in the Earth System [20], is one 
of the most urgent challenges for 
human societies.

Finally, protagonists of the En
lightenment invented the idea of uni-
versalism and equal rights (human 
rights) for all. This was a fundamen-
tal “moral revolution” [21] in an era 
still being shaped by colonialism 
and slavery. In the 21st century, the 
epoch of global interconnectivity, 
we are learning that universalism 
needs to be embedded in vital local 
cultures and institutions. A locally 
rooted universalism or cosmopoli-
tanism [22] might be a concept for 
a globalized world, being composed 
of highly interconnected local spac-
es — increasingly intertwined with 
multiple virtual spaces.

It is interesting to observe that 
these blind spots from the Enlight-
enment Era are key elements of the 
sustainability discourses of the last 
40 years: balancing rationality and 
the power of social intelligence, 
combining individual rights and the 
idea of commons, strengthening 
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universalism and local identities 
alike, developing economies, com-
patible with planetary boundaries. 
Sustainability concepts and nar-
ratives (like the 2030 Agenda) 
build on the achievements of En
lightenment — and develop those 
further. Therefore the basic achieve-
ments of Enlightenment and of the 
epoch of Sustainability should be 
defended in the Digital Age. The big 
question is: how can digitalization 
be aligned with sustainability trans-
formations [6]?

At a Crossroads – Redefine the 
Very Nature of Humans in the 
Digital Age
The Enlightenment era focused on 
the nature of humans (rational, 
communicative, autonomous), as 
subjects with natural and equal 
rights, and distinct rights vis a vis 
states. Digital innovations, and the 
revolutionary entanglement between 
humans and technical systems, 
combined with synthetic biology, 
could enable a transformation of 
our understanding of human nature, 
and a transformation of human 
nature itself. Two main discourses 
and trends (e.g., in research) are of 
importance in this regard. Firstly, 
there is a debate concerning the 
“technologization of human beings” 
through digital technologies (com-
bined with synthetic biology) to 
overcome biological limitations. 
“Human enhancement” [23]–[25] 
moves far beyond fighting diseases, 
aiming at “developing further,” 
transforming humans, and even cre-
ating new, hybrid species through 
artificial evolution [24]. There are 
also research strands and debates 
about the “humanization of machines,” 
the creation of human-like, sentient, 
and or even independent artificial 
species [26], [27].

Both trends would alter societies 
enormously and mark a crossroad 
in human civilization. After humans 

became the major drivers of Earth 
system changes during the 20th 
century (the debate of the Anthropo-
cene), humans are now becoming 
capable of fundamentally transform-
ing themselves as a species. They 
are creating machines and technical 
systems with cognitive (and poten-
tially even emotional) capabilities 
similar to their own. There is an 
urgent need to define and describe 
our understanding of humans and 
human self-image in the Digital Age. 
How does the “Eigenart” of humans 
look in these new contexts? What 
normative guardrails for human 
transformations would we like to 
see emerge? This ethical discussion 
should not only be decided by sci-
entists, experts, elites. and firms, it 
must be driven by broad-based soci-
etal processes.

The Utopian Potentials of Digita-
lization, Enabling a Renewed 
Humanism
So far, digital disruptions have main-
ly been described as threats, chal-
lenges and risks to the future of 
humanisms and democracy – that 
need to be “controlled,” “governed,” 
“embedded in institutional and nor-
mative settings,” and “aligned with 
open societies”. But the digital trans-
formations themselves could also 
be seen as radical enablers towards 
a next step of human civilization, 
moving beyond the horizon of the 
Era of Enlightenment. How could 
we leverage digital dynamics of 
change to “invent” a Renewed Hu
manism for the 21st century [6]? 
This question is explored here in 
four main points.

Firstly, digitalization and AI are 
creating an explosion of knowledge 
in research, in knowledge driven 
firms, and in society. The main 
question is, whether and how edu-
cational systems are being prepared 
to empower people to translate this 
explosion of knowledge into individ-

ual and societal progress. The inven-
tion of the printing press in the 15th 
century and the following emer-
gence of modern science and edu-
cational systems during the last 200 
years translated into fundamental 
transformations of human civiliza-
tion. None of the economic, social, 
and political successes of the last 
two centuries would have happened 
without this first great knowledge 
transformation in human history. AI 
and deep learning machines, mul-
tiplied by quantum computing, will 
result in a second large scale knowl-
edge transformation in human civi-
lization. This knowledge revolution 
will create a much larger reservoir of 
solutions and opportunities for soci-
eties (and the risks described above) 
than ever before in human history. 
Empowering humans, by investing 
in educational and other knowledge 
systems will be key. Important to 
also consider is that the expand-
ing knowledge pools as such does 
not automatically result in greater 
human well-being and societal 
progress. They can be misused to 
exploit people, damage the plan-
et, and result in unequal develop-
ment, making the few wealthy and 
powerful. It is relevant to consider 
how and for what purpose knowl-
edge is being used. Equal access 
to excellent educational systems, 
combined with linking knowledge 
explosions to societal normative 
frameworks (like a Renewed Human-
ism or the 2030 Agenda) is there-
fore key [28].

Second, digitally-based, trans-
national communication infrastruc-
tures are creating the technical 
preconditions for a global culture 
of cooperation [29]–[31]. Next steps 
in building virtual spaces for peo-
ple across borders and beyond 
geography to communicate, meet, 
connect, and work are opening up 
the chance for real time interac-
tions between 10 billion people on 
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Earth in 2050. Digitally enabled 
communication infrastructures, 
virtual spaces, and the opportuni-
ties of hologram techniques drive 
and multiply — at a transnation-
al scale — interactions between 
people, joint learning processes, 
joint routines, and connectedness. 
They trigger and shape common, 
cross-border mindshifts, heuristics, 
frameworks, and narratives. All of 
this could enable the emergence of 
a culture of global cooperation —  
rooted in a web of deep transna-
tional interconnectedness between 
humans, which has never before 
existed in human history. Dur-
ing the last few centuries, horses, 
trains, cars, airplanes, as well as 
telephone infrastructures, shrunk 
distances and redefined the impor-
tance of geography for human inter-
action. These innovations made the 
emergence and stabilization of larg-
er scale human communities (such 
as nations, the European Union, 
global value chains) possible. Dur-
ing future years and decades, the 
Internet, multiple global and cheap 
communication structures, and the 
rising importance of virtual reali-
ties and spaces (which are adding 
a fourth dimension to our three-
dimensional world that humans 
learned to live with during the last 
250 000 years) will exponentially 
drive dense transnational network 
building and deep connectivity 
across national borders. Immanuel 
Kant, living and working in Königs-
berg all his life (1724–1804), “invent-
ed” the idea of a “world population” 
and “world citizenship.” The digi-
tal drivers of transnational human 
networks could “create” an inter-
connected, interactive world com-
munity, potentially being able to 
interact densely in multiple ways —  
regardless of physical borders.

Third, this new generation of 
technical systems and infrastruc-
ture will shape our world views and 

transform our human self-image 
profoundly. It began with the first 
photos of the fragile, blue planet, 
made by Apollo Missions in the 
1960s, which changed humans’ 
perspectives of the Earth system 
and of humans as a species. Digi-
tal innovations and tools now allow 
humans to monitor, track, visualize, 
analyze the planet and the universe, 
local and global ecosystems, societ-
ies and individuals, the metabolism 
of local, national, and global eco-
nomic activities, local and transna-
tional infrastructures, and local and 
global knowledge flows, much more 
comprehensively than ever before. 
Satellites can create pictures of 
the planet every day in real time, 
observing and analyzing Arctic ice 
sheets, refugee flows, the Amazon 
forest, transnational infrastructure, 
and shrinking and growing human 
settlements. Humans can now 
“look” at the whole planet, observe 
it, zoom into local spaces, and dis-
cuss all of this with others in virtual 
spaces, regardless their physical 
location. The new opportunities of 
looking at (macro structures) of the 
planet as a whole and zoom into its 
pieces, is being complemented by 
digital instruments which open up 
the doors to the micro and nano 
world. Digital cameras and robots 
can visit our human bodies and 
make visible atomic structures. In 
addition, individualized and per-
sonalized AI systems might support 
us in understanding ourselves bet-
ter, in day to day decision making, 
and in life-long learning [24]. Tele-
phones, trains, and cars created the 
technical infrastructures to build 
modern nation states, related to the 
emergence of “national conscious-
ness” and the idea of an internation-
al system. “World consciousness,” 
“Earth system consciousness,” 
“humans as one species conscious-
ness,” “humans, interwoven with 
the planetary bio-sphere conscious-

ness” [6] might now emerge — and 
help humans and societies to cope 
with the challenges of the Anthropo-
cene in the digital age.

Fourth, it is uncertain whether and 
when something like “universal AI” 
will succeed [23], [25]. Nevertheless, 
it is already clear that AI will surpass 
the cognitive capabilities of humans 
in an increasing number of areas. 
This might open up opportunities for 
renewing the human self-image. The 
emerging “competition” between 
humans and technical systems in the 
field of cognitive and analytical skills 
could help us to focus (more than in 
the past) on the human characteris-
tics (human “Eigenart”) which clearly 
distinguish us from machines. Social 
intelligence and emotional capa-
bilities — which drive attitudes like 
empathy, altruism, solidarity, love —  
(neglected in the Era of Enlighten-
ment with its focus on reasoning, 
rationality, and cognition; see above) 
have likely been as important for 
the process of human civilization as 
the cognitive eloquence of our spe-
cies [32], [34]. Or as the WBGU [6, p. 
6] puts it: “AI would possibly grant 
us a certain amount of emancipa-
tion from the latter (cognitive tasks) 
and allow us to focus more on skills 
such as empathy, care and solidarity. 
In contrast to the “hard clichés” of 
the superhuman with the computer 
brain in a world of steel, this would 
delineate a “soft” vision of soci-
etal progress.”

Renewed Humanism
We are at a crossroads. On one hand, 
AI and digital technologies, ungov-
erned, threaten to undermine priva-
cy, democracy, freedom, human 
rights, and dignity. On the other, digi-
tal transformations offer the potential 
for enhanced self-knowledge, revolu-
tionary machine-human interactions, 
and global interconnectedness. 
As we move forward, the need to 
establish the basis for a Renewed 
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Humanism in the digital age is be
coming more pressing. To accom-
plish this we must first preserve the 
cornerstones of humanism that 
emerged from the Enlightenment 
Era.Second, we must consider and 
address its blind spots along with 
modern elements of current sustain-
ability approaches (i.e., the 2030 
Agenda). Third, we must establish 
normative guardrails for a newly 
emerging digital society in which the 
“technologization of humans” 
(human enhancement) and the 
“humanization of machines” become 
possible — (re)defining the human 
self-image and building consensus 
about “the future we want.”

Finally, we must mobilize the digi-
tal potentials for a civilizational shift 
towards a Renewed Humanism. This 
entails channeling the ever-expand-
ing knowledge explosion through 
open and inclusive education sys-
tems, and directing transnational 
communication and virtual systems 
to support an emerging global culture 
of cooperation. It requires supporting 
an emerging “world and Earth sys-
tem consciousness” driven by mul-
tiple digital tools and systems that 
allow humans to manage the Earth 
system collectively, and directing 
human learning processes — con-
fronted with “intelligent” machines — 
towards a fundamental valorization 
of social intelligence and emotional 
capabilities as key drivers of the next 
phase of human civilization.
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