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GUEST EDITORIAL

n November 2015, 
as editors, we start-
ed sorting through 
submissions for a 
special collection of 

articles examining the paradox of 
technological potential. Separately, 
we published a call to the public at 
large, asking “What comes to mind, 
when you think about technology, 
and unintended consequences?” 

Then using a smart phone, we 
documented handwritten responses 
from people whose paths we crossed, 
collecting submissions from individ-
uals in both hemispheres. While geo-
graphically the contributors could 
not have been further apart, psycho-
logically, their responses echoed one 
another in a resonant, prescient way. 
In this way we were able to physically 
capture the thoughts of a variety of 
participants, and share them with 
our co-editors across the globe in 
near real time thanks to the marvels 
of technology. 

Simultaneously, the responses 
we gathered noted some recurring 
and challenging concerns. We heard 
concerns about time, presence, 
and disconnection. Many of these 
responses have been archived in a 
photographic collection [1]. 

Unanticipated consequences is 
a sociological concept emphasized 
by Robert K. Merton [2]. Although 
later writers have interchanged the 

notion of unintended consequences 
with unanticipated consequences, 
the two phrases are subtly but sig-
nificantly different, despite being 
deeply connected [3]. In general, 
unintended consequences refer to 
those not intended by a purposeful 
action. Unanticipated consequences 
are those with outcomes that were 
not those that were foreseen. It fol-
lows then that an unintended conse-
quence might/might not have been 
anticipated (Table 1). It is also impor-
tant to state that unintended conse-
quences can have positive, negative, 

or even perverse [4] impacts on indi-
viduals, groups of people, or society 
at large (Figure 1).

Some sociology of science schol-
ars refer to this phenomenon more 
generally as the law of unintended 
consequences, defined as the actions 
of people, groups, organizations, or 
governments that may be either antici-
pated or unanticipated in effect. It is a 
set of results that was not intended as 
an outcome, but happened regardless. 
The vast majority of people consider 
unintended consequences to be dis-
advantageous, counterproductive, 
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fraudulent, or at times detrimental and 
even dangerous. 

It is a paradox that today we 
think of disruption as an intention-
al action intended to trigger market 
forces and spur adoption of new 
technologies. Contrarily, unintend-
ed consequences do not have a pur-
poseful intentionality about them. 
Quite often, the creator of an inno-
vation does not attempt to steer the 
adoption and use of their product in 
the direction that eventually results. 
This leaves us only to ponder “after 
the fact” that the consequences 
were unintended by the creator. 

In fact, there would be nothing 
stopping the rest of society from 
speculating as to what some of 
these unintended  consequences 
might be prior to commercialization. 

The former United States Secre-
tary of Defense, Donald Rumsfeld, 
brought the idea of “known knowns” 
to prominence when he answered 
a question at a U.S. Department 
of Defense (DoD) news briefing 
on February 12, 2002, linking the 
distribution of weapons of mass 
destruction (WMD) with the Iraqi 
government [5]. He constructed 
three contexts, saying: 

The idea of unknown unknowns 
was created by Joseph Luft and 
Harrington Ingham with the devel-
opment of the Johari window in 
1955 [7], which was centered on 
understanding the self and our rela-
tions with others. It was a concept 
that was widely used in NASA with 
respect to decision-making and risk. 

While Rumsfeld referred to three 
categories, some philosophers such 
as Slavoj Žižek have proposed 
a fourth category of the “known 
unknowns.” Žižek writes that these 
are: “the disavowed beliefs, suppo-
sitions and obscene practices we 
pretend not to know about, even 
though they form the background of 
our public values” [8]. German soci-
ologists Daase and Kessler [9] point 
out that while Rumsfeld emphasized 
the cognitive frame for political 

practice in what we know, what we 
do not know, and what we cannot 
know, he failed to address what we 
do not like to know [9].

If we take these underlying con-
cepts and integrate them to the tech-
nological realm as in Table 1 we get:
1) The known knowns are those 

things that are anticipated con-
sequences that history has taught 
us might happen in a given con-
text. For example, some members 
of society may not be able to 
afford new technologies and so a 
digital divide between the haves 
and have-nots sets in with the 
increasing number of consumer 
technologies introduced into the 
market (i.e., difference between 
mobile phone, smart phone, smart 
watch, microchip implants) [10].

2) The known unknowns are again 
things that can be predicted, but 
often by applying good judge-
ment and common sense princi-
ples about the possibilities. For 
example, the introduction of con-
sumer products like the Hello 
Barbie, Alexa, DropCam, and 
Nest devices that have been 
deployed with significant social, 
privacy, and security problems 
that will inevitably create some 
benefit, but even greater draw-
backs in unknown effects. Some 
would go so far as to say that 
these types of consumer products 
may have perverse impacts on 

Table 1. (Un)anticipated (Un)Intended Consequences.

Consequences Anticipated Unanticipated

Intended “Known knowns.” Positive, negative or perverse 
consequences on society.

Invalid category. A consequence cannot be intended but 
unanticipated. For this reason this is often referred to 
as the “Unknown knowns.” That which we intentionally 
refuse to acknowledge that we know.

Unintended “Known unknowns.” Opportunity to curb negative 
or perverse consequence(s) before it/they happen. 
Equally, unintended consequences that are 
anticipated and beneficial and can have positive 
impacts on society.

“Unknown unknowns.” Usually these unanticipated and 
unintended consequences have significant negative 
consequences on society. Very few of these have 
positive impacts because of their unpredictability.

1) There are known knowns; there 
are things we know we know.

2) We also know there are known 
unknowns; that is to say we know 
there are some things we do not 
know. 

3) But there are also unknown 
unknowns — the ones we don’t 
know we don’t know. And if one 
looks throughout the history 
of our country and other free 
countries, it is the latter category 
that tend to be the difficult ones” 
[6] (numbering added).

“Reports that say that something 
hasn’t happened are always interesting 
to me, because as we know:
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particular groups like children or 
the mentally ill.

3) The unknown unknowns are 
completely unexpected, and are 
for the most part unpredictable 
because no evidence exists to 
identify particular risk factors or 
even attributes linking them to a 
given phenomenon. As technolo-
gies increase in complexity, we 
should expect a greater number 
of unknown unknowns, with a 
greater severity of consequence. 
So-called “humane robots” that 
are used in assisted living con-
texts to aid the elderly (e.g., to get 
dressed, remember to take their 
tablets, provide fall-down alert 
support and more) presently 
have a lot of unknown unknowns 
attached to them [11], though 
equally they may have benefits 
that cannot be disputed.

4) The fourth and final category is 
the unknown knowns. This cat-
egory is somewhat of an oxymo-
ron. It cannot be and yet it is. 
While creators of new technolo-
gies are likely in many ways to be 
in the best position to critique 
their own creations, most innova-
tors openly say that they have no 
idea how their creations will be 
used by society, and that we 
cannot prejudge ethics. We think 
of technologies such as gaming 
apps for the smartphone that are 
built to encourage return visits 
with stickiness features. Yet some 
software developers will never 
admit to triggering addictions in 
members of the populace prone 
to addictive behaviors [12].

Such as in the fourth category 
above, some technologists in the 
areas of artificial intelligence and 
robotics tend to shrug off plausible 
anticipatory outcomes, knowing 
full well what the outcomes could 
mean for society at large in the con-
texts of social and behavioral prob-
lems, or even privacy and security. 

Propelled by a yearning to create, 
develop, and deploy, and to be the 
first movers, they may a) play down 
their creations and the impact they 
will have; b) refuse to acknowledge 
that anything might go wrong; or 
c) when they do admit a potential 
risk, they still ask the rest of us to 
go down that bleak road with them. 
At the point of development and 
potential launch of a new product, 
the momentum is likely to be such 
that we consumers do follow after 
them. We follow by purchasing the 
new systems or products, or by ask-
ing few questions. We might fail then 
to ask questions, say about how a 
new technology might further dis-
tance us from reality, or about how 
it might distance us further from our 
human relationships [13].

At the moment of writing this edi-
torial (October 21, 2016), nearly half 
of the Internet in the United States is 
down. A massive distributed denial 
of service (DDoS) attack targeted a 
company that functions essentially 
as a switchboard for the U.S. Inter-

net, translating human-facing web 
addresses to the numerical mode of 
communication used by computers. 
This attack is different from DDoS 
attacks we have seen in the past. It 
is larger and more powerful. By tar-
geting a company that manages the 
infrastructure of the Internet, the 
attack has impacted several main-
stream websites, as opposed to a 
single corporation or organization. 

These types of attacks are actu-
ally known knowns. That is, we can 
have a constant expectation of such 
attacks on the Internet. We can 
predict that these types of attacks 
will only increase in number expo-
nentially, and that they will have ever 
greater global economic impact. 

But then there are also unknown 
knowns related to this latest attack. 
Unknown knowns in this case would 
be vulnerabilities embedded into a 
world built on the Internet of Things 
(IoT). This October 16 attack relied 
on infected smart devices — net-
worked items such as security 
cameras, home routers, and baby 

Unintended
Consequences

Unexpected
Benefits 

Unexpected
Drawbacks 

Perverse
Results 

Figure 1. The social implications of unintended consequences.
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monitors — to direct traffic towards 
the target in an effort to overwhelm 
and compromise its servers. These 
distributed devices form a botnet, a 
network of Internet-connected pri-
vate computers, infected with mali-
cious software and controlled as a 
group. In this case, these IoT smart 
devices would have been in people’s 
homes and businesses, and infect-
ed without their owner’s knowledge. 

As the blog KrebsonSecurity 
notes, these “inexpensive, mass-
produced IoT devices are essentially 
unfixable, and will remain a danger to 
others unless and until they are com-
pletely unplugged from the Internet.” 
Of course, unplugging these devices 
is an unlikely scenario, given that the 
owners of these devices presumably 
do not even know that their cameras 
or baby monitors are infected [14]. 
The phenomenon of smart devices, 
which are actually extremely dumb 
when it comes to security, is a timely 
example of unknown knowns. As 
developers race to get these impres-
sive tools to market, they overlook 
key security and privacy consider-
ations—and ask that the public turn 
a blind eye as well.

While we consider that which is 
known and that which is unknown, 
it is important to define technologi-
cal potential within a context of 
sustainability. Competence, skills, 
and effectiveness in R&D activi-
ties, as well as scientific-industrial 
relations within the economy must 
be considered [15]. We want to 
glean the future and consider what 
might aid users in the longer term 
[16]. We should seek new ways to 
meet challenges in terms of mate-
rials, processing capabilities, prod-
uct functionality and use-value. In 
this manner the idea of “potential” 
is steeped in technological fore-
casting. But realizing technological 
potential cannot be accomplished 
in a vacuum. The forecaster must 
weigh things like public opinion 

and   pricing pressures, “the pos-
sibility of changes in institu-
tional resistances, and the probable 
future marginal preferen ces of 
the society” [17].  Understanding target 
markets with respect to new inno-
vations is critical, and designing 
technologies with these markets in 
mind, and how they might exploit 
a future product is critical. Entre-
preneurs who embrace technologi-
cal potential at the core of their 
efforts are usually more optimistic 
than pessi mistic about the social 
impact of their investments.

Advancement of new technolo-
gies will be essential to solving many 
of the most complex challenges of 
the 21st century—from diseases to 
climate change. We need only look 
at research in the field of alterna-
tive renewable energy sources, e.g., 
in various types of fuel cells, to be 
inspired and to consider the poten-
tial possibilities. 

But what happens when a given 
technology is adopted for perverse 
ends? Or when technology is know-
ingly deployed to propel unhealthy 
practices beyond theoretical limits 
of its use? What if the consequences 
of a given technology are contrarily 
subsuming healthy human emotions 
in adults and children alike? Who 
then is responsible for that innova-
tion and for the asymmetric impact 
it will inevitably have on many peo-
ple’s lives? 

These issues are front and center, 
or should be, in the development of 
artificially intelligent agents, as we 
are essentially creating a new techno-
logical “species,” an undertaking ripe 
with controversy and complexity. 

Our original Call for Papers for 
this topic, for IEEE Potentials mag-
azine, examining the Paradox of 
Technological Potential (PTP), was 
answered with so many strong arti-
cles on the multifaceted relationship 
between human and machine, and 
the complexity of living with AI, that 

we have additionally chosen to also 
devote this special section of IEEE 
Technology and Society Magazine 
to this important subject. 

Assisted living machines, for 
example, that were built to aid 
humans, could be rendered kill-
ing machines if misused or misap-
plied to state enemies. What was 
once the province of science fiction 
visions is now within the realm of 
reality. The paradox is in the contra-
diction of the potential, which can 
be used for both good and bad, but 
not for both at the very same time 
in a given implementation [18].

Part I of this project was published 
in IEEE Potentials in September/
October 2016 as a Special Issue. 
Much of that special issue had to do 
with the relationship between the veil-
lances (sur-, sous-, uber-), evidence-
based /intelligence-led policing and 
counter-strategies to mass surveil-
lance, predictive profiling, and finally 
privacy and security by design. 

In this special section of IEEE 
Technology and Society Maga-
zine [20], our focus is more on a 
futurist vision of the technologi-
cal potential of AI, with a check on 
unintended consequences, and a 
specific focus on the complexities 
of life during the coming of age of 
artificial intelligences. Our question 
is, in the development of artificial 
intelligence, what is driving us? Are 
visions of science fiction propeling 
us to a Silicon Valley dreamworld 
filled with technologies that we well 
know will be dystopic?

Edward Tenner, who has deeply 
studied the cultural aspects of tech-
nological change, has noted that 
although our capabilities and tech-
nology have been expanding geo-
metrically, our “ability to model their 
long-term behavior” has not kept 
pace with the change [21]. Tenner 
believes that one of the problems of 
our time is how we will close the gap 
between capabilities and foresight. 
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In closing his March 2011 TEDtalk, 
he emphasized that we are living 
in a time of unexpected possibili-
ties and that the secret to our future 
may well be to take a “really positive 
view” of unintended consequences 
in going forward. 

We as guest editors of this Tech-
nology and Society Magazine special 
section prefer to take the approach of 
“cautious optimism,” whereby we can 
steer technologies toward sustainable 
causes, and then expect at least some 
positive return. Unknown unknowns 
may not be the biggest problem we 
are facing, but deliberately covering 
up the so-named unknown knowns.

We would like to thank the 
authors and reviewers for their con-
tributions. In this section we have 
incorporated perspectives that 
explore methodologies that could be 
used to build a better future, and that 
investigate the potential of new tech-
nologies like wearables. We consider 
the impacts of artificial intelligence 
through science fiction, looking at 
the way that the future field of robot-
ics might apply to everyday people, 
including the implications for every-
day citizenry. We’ve also included a 
fiction piece on the possibilities of 
crossing the human evolutionary 
gap, and even an original interview 
with a humanoid robot, a sure sign 
of the times we live in. Augmenting 
this material, the editor has included 
relevant articles on the future rela-
tions between humans and artificial 
intelligence, on help for those subject 
to Internet externalities like cybersex 
addiction and online Internet addic-
tion, on how to reclaim conversation, 
and more. 
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