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Abstract—Current artificial intelligence and data science appli-
cations typically require complex computations and massive
amounts of data handling, presenting unprecedented challenges
for embedded platforms. Approximate computing has emerged
as the most promising design technique to address this issue,
by providing a potential performance increase, while sacrificing
accuracy within an acceptable range. Approximate arithmetic
units require the creation of design space exploration tech-
niques that can swiftly and automatically form an approximate
configuration in fault-tolerant systems. Existing methods, how-
ever, use iterative design space sampling, resulting in a large
amount of redundant computation. In this work, we propose
the efficient FPAX automatic search framework which can learn
from prior knowledge regarding the exploration process of
known applications and use it to guide design exploration. This
avoids excessive redundant computation and quickly provides an
impressive approximate configuration. Compared with the jump
search algorithm known for its efficiency, FPAX can also achieve
faster convergence speed and better exploration quality. Even
compared to our previous ENAP framework, it exhibits an 18×
faster performance while achieving almost identical exploration
quality for several commonly used fault-tolerant applications.

Index Terms—Approximate computing (AC), approximate con-
figuration, design space exploration (DSE), prior knowledge.

I. INTRODUCTION

DATA handling aspects of evolving AI applications
present huge computational issues for current hardware

platforms. With the demise of Moore’s law and Dennard
scaling [1], technology advancement has slowed down and
the aim of reducing computational power in recent high-
density chips remains an unrivaled challenge. Approximate
computing (AC) is a promising approach which has received
attention [2], [3], [4], [5], [6], [7] as it improves hardware
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performance by relaxing accuracy metrics. It has been used
in Google’s tensor processing units (TPUs) to reduce power
consumption and by IBM to accelerate AI in their chips [8].

Recent research has focused on the design of AC adders
and multipliers, as these are commonly used in many appli-
cations which exhibit error-tolerant behavior [2], [3], [4], [5].
Their effective deployment depends on effective design space
exploration (DSE) to produce higher quality configurations of
AC units when replacing precise operations. The approximate
configuration needs to satisfy user error constraints while
minimizing metrics such as area and energy consumption. This
can be cast as an optimization problem, ferr, such that

ferr
(
G, Appcon

) ≤ Errtar (1)

min.target
(
G, Appcon

)
(2)

where G represents the application, Appcon represents an
approximate configuration, and Errtar, the user error constraint.
This optimization requires the replacement of exact operations
with approximate units, at the various locations in the applica-
tion and gives a large number of configurations with different
properties, creating a huge search space. Therefore, a high-
performance and automated search methodology is required.

Existing frameworks are mostly based on heuristic search
methods, which sample the design space iteratively and then
generate approximate configurations in each iteration. The
approximate configuration with the smallest target metric
is selected as the best. Although the random-based space
sampling approach can obtain improved approximate config-
urations over multiple iterations, it leads to a large amount of
redundant computation. Moreover, the exploration quality is
ultimately limited by the parameter settings of the framework.
Therefore, the improvement in the efficiency of DSE in
approximate configurations is an open research problem.

In this work, we have traversed the similarities in the
design exploration process for different, well-known applica-
tions, and created the FPAX framework (https://github.com/
douyuqin/FPAX) to use these similarities to guide the design
exploration process for new applications. It allows quick
exploration of approximate configurations and does not rely
on the existing general heuristic search methods. Utilizing
learned knowledge, it avoids the redundant calculations used
in previous DSE approaches, allowing rapid identification of
high-quality approximate configurations with only minimal
DSE effort. We show that it outperforms our recent heuris-
tic search methodology (ENAP) [9], avoiding the multiple
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iterations to obtain approximate configurations of similar
quality. The major contributions of this article are summarized
as follows.

1) To the best of our knowledge, FPAX is the first
framework to utilize prior knowledge to guide DSE in
approximate configurations, thereby greatly improving
efficiency.

2) We propose the “Converter” methodology to transform
the knowledge of FPAX into high-quality approximation
configurations.

3) Compared with the jump search (JS) algorithm known
for its efficiency, FPAX can obtain better results in less
time. FPAX achieves an 18× speed improvement over
our previous ENAP approach while having the same
approximation configurations at the output.

This article is organized as follows. In Section II, we
introduce AC and review existing DSE techniques used to
implement it. The parameter definitions used in this work
are presented in Section III. The motivating case study is
then described in Section IV, and the FPAX framework is
introduced in Section V. Section V gives details of the
experiments undertaken using FPAX and compares the results
with the latest work. Section VII provides the conclusions.

II. BACKGROUND

AC is an emerging design technique that uses errors as
a design dimension to permit a tradeoff between design
accuracy and hardware resources. Two main methods are
typically used: 1) voltage overscaling (VOS) and 2) design
complexity reduction (DCR) [10], [11]. While VOS achieves
energy savings through lower voltage, the errors introduced
are nondeterministic due to the violation of timing constraints.
Therefore, most research tends to focus on the DCR technique
where the exact circuit is modified to obtain an approximate
circuit, by adding/removing design elements. The Boolean
logical expression of the exact circuit is modified, within the
specified error limit, and as a result, an approximate circuit
with less complexity is achieved.

In recent years, approximate arithmetic units have been
extensively studied, focusing on approximate adders and
multipliers. Lu [12] proposed the LUA approximate adder
which is used to speed up the processor. Zhu et al. [13]
proposed an error-tolerant adder, which uses exact calculations
for the MSB bits and an XOR gate for LSB bits. An array
multiplier design uses several different approximate compres-
sion units which are then used to create a digital FIR filter [14].
An open-source approximate unit library containing multiple
approximate adders and multipliers with varying approximate
levels, is presented in [15].

While approximate units have also been proposed for other
functions, such as dividers [16], only approximate adders and
approximate multipliers have been considered here. This is
because as in other research [9], [17], [18], [19], they are
the commonly used operations in a wide range of applica-
tions [20]. The mature development of these approximate
arithmetic units presents both opportunities and challenges
for exploring the design space of approximate circuits. The

opportunity lies in the efficient automatic synthesis of fault-
tolerant application systems, whereas the challenge is the
ability to quickly obtain excellent approximate configurations
within defined error constraints.

Mrazek et al. [21] have proposed a modified version of
the stochastic hill climbing algorithm to select appropriate
approximate units from the library to obtain the appropriate
configuration. The method’s search quality, though, is limited
by the number of iterations. In [17], they use a random
method to divide the design space into several promising
regions and apply greedy methods to optimize the approximate
configuration of each area. This method, however, mainly
relies on the initial randomly distinguished regions which can
affect the quality of the final result. Witschen et al. [22] used
the JS algorithm to accelerate the exploration of design space,
but this method easily falls into a local optimal solution.
Due to the large design space of approximate configurations,
researchers in [18] proposed to use error constraints to exclude
high level approximate units, improving the exploration quality
by pruning the search space.

In [9], we proposed the ENAP framework which utilizes
the close relationship between the number of approximate
units and error constraints to design a number-aware pruning
technology. This paradigm further compresses the search
space, using an improved genetic algorithm to complete the
DSE. The method also randomly samples the design space
after each iteration to improve the approximate configurations.
Unfortunately, it requires a large computational budget to
establish sufficient statistical data to provide a reasonable and
good design. This article presents the FPAX framework to
address this limitation, by utilizing prior knowledge to guide
the design exploration of the approximate configuration.

Recent studies have shown how prior knowledge can
be used to accelerate the DSE process. For example,
Zhang et al. [23] proposed a DSE framework that com-
bines prior knowledge with Bayesian optimization and can
quickly find high-quality exploration results. Ferretti et al. [24]
used initially learned knowledge from well-known Pareto
dominance relationships among direct configurations. This
knowledge is later applied to the new target, resulting in high-
quality results with minimal synthesis runs. Machine learning
can be used for evaluating the quality of HLS, but it requires a
large number of samples for training. Kwon and Carloni [25]
used transfer learning technology to obtain knowledge from
the previously explored design space. Later, when exploring
the new target design space, this method only required a small
number of samples to obtain good evaluation quality.

III. PARAMETERS DESCRIPTION

In this work, a significant number of different approximate
level and error parameters, as defined in Table I, is used.
In Fig. 1, the adder tree example requires approximation units
from the library to create the approximate configuration. The
units have already been arranged according to the ALau,
denoted by the numbers 1, 2, and 3, where higher levels
indicate a greater amount of error and energy savings. In
the approximate configuration shown in Fig. 1, nodes a1 and
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TABLE I
PARAMETERS DESCRIPTION

Fig. 1. Illustrative example to explain different approximate levels.

a2 are replaced by approximate adders with ALau = 1 and
3, giving an ALac of 4 for the layer. Since there are three
configurable nodes in total, the ALmax is 9. NALac is the
normalized ALac of the approximate configuration. Hence, in
this example, NALac = ALac/ALmax = 4/9.

IV. MOTIVATING CASE STUDY

This section aims to analyze the relationship between
NALac, the normalized approximation level of ALac, and
NErrac, the normalized value of Errac, both for a given approx-
imate configuration. This provides the initial motivation of this
research with the various definitions provided in Table I. Fig. 2
depicts the exploration process of the approximate configura-
tions for three applications, Sobel, Laplace, and 2×2 matrix
multiplication, using the ENAP framework [9]. It presents
the relationship between NErrac and NALac where each point
represents an approximate configuration.

ENAP can search for optimal approximate configurations
by generating an approximate configuration on each iteration
that is better than the previous version. From Fig. 2, we
can observe a clear, proportional pattern between NALac and
NErrac when exploring optimal approximate configurations for
different applications. As NALac increases with NErrac, this
implies greater energy savings.

Based on this observation, we propose the FPAX method-
ology to exploit this similarity in DSE process for the target
application. For this, a preknown exploration process is defined
as Fpri(x), while the exploration process can be defined as
Ftar(x), which is unknown. Assuming an error constraint
of Errtar, Ftar(NErrtar) is quickly obtained as Fpri(x) and
can be used to solve this problem due to the similarity of
the exploration process. The similarity implies that while
Fpri(NErrtar) may not be equal to Ftar(NErrtar), it may be
very similar.1 Hence, the relationship between Ftar(NErrtar)

and Fpri(NErrtar) is described as

Ftar(NErrtar) ≥
∣∣Ftar(NErrtar)− Fpri(NErrtar)

∣∣ (3)

where NErrtar is the normalized value of Errtar. We note that
a small error (NErrac) infers a small Fpri(x) (NALac) during
the exploration process. In order to get closer to Ftar(NErrtar),
we can select a small error and combine Fpri(x) with the
previous Fpri(NErrtar). In this way, we can utilize the similarity
between Fpri(x) and Ftar(x) to approach the target in a guided
manner. This negates the need for random sampling of the
search space through multiple iterations as required in ENAP.
We have successfully incorporated these benefits into the DSE
to get approximate configurations. The proposed preliminary
framework is illustrated in Fig. 3.

First, Errtar needs to be normalized, and then fed into the
function Fpri(x), to provide a corresponding result, NALac.
Clearly, NALac will not be equal to Ftar(NErrtar), but will be
similar. After obtaining NALac, we convert it into an approx-
imate configuration using the Converter function, allowing
Errac to be obtained. Finally, we analyze if Errac meets the
termination condition. If fulfilled, the program will exit and
output the approximate configuration, otherwise it will update
Errexp and provide input to Fpri(NErrexp) again, which can
set a new NALac. This NALac value will then be combined
with the previous approximate configuration and utilized by
the Converter to form a new approximate configuration,
corresponding to a new Errac, which will be analyzed again.
The iterations will be carried out until we get obtain an error
Errac that satisfies the termination condition.

In the preliminary proposed framework, Fpri(x) represents
prior knowledge that is formed before DSE and is used to

1Fpri(NErrtar) may be slightly bigger than or less than Ftar(NErrtar), but
it will be closer to Ftar(NErrtar) than initial value. The initial value refers to
the Fpri(0), which is equal to 0.
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Fig. 2. Relationship between NALac and NErrac in the exploration process for the (a) Sobel, (b) Laplace, and (c) 2 × 2 matrix multiplication operations.

Fig. 3. Key FPAX optimization step.

guide the exploration of the target application, because of its
similarity to Ftar(x). We expect that this will speed up the
exploration process and will allow results close to Fpri(Errtar)

to be quickly obtained. Fig. 3 indicates that the formation of
Fpri(x) and the Converter are the key components and are thus
detailed in the following sections, allowing the concept to be
extended into a framework named FPAX.

V. PROPOSED FPAX FRAMEWORK

The flow for the FPAX framework (Fig. 4) comprises:
1) prior knowledge acquisition and 2) DSE. Prior knowledge
acquisition transforms a preknown exploration process into the
function, Fpri(x), using a previously designed neural network
(NN) model. Initially, ENAP is utilized to locate excellent
approximate designs for a target application, and these are
used to train the NN (as a predictor) which will be used for
DSE.

In DSE, FPAX initially translates the high-level language
of a target application into a data flow graph (DFG), and
initializes the fundamental parameters. Errmax refers to the
error obtained when all nodes of the target application are
replaced by the approximate units with the highest value of
ALau. Errmax is used to calculate the normalized value of
Errexp, and is an one-time calculation effort.

NErrexp can be subsequently obtained and fed into the
predictor, providing an NALac budget which is used by the
Converter to determine a promising approximate configura-
tion. Afterward, this approximate configuration is analyzed
with respect to the termination condition which if satisfied,

terminates the process. Otherwise, Errexp is updated and fed
into the predictor for further iteration.

A. Prior Knowledge Acquisition

The prior knowledge acquisition is conducted offline2 and
does not affect the efficacy of the DSE. Its objective is to
transform an exploration process into an NN model, which
can take the normalized value for expected improvement error
(NErrexp) as input and generate a suggested NALac budget as
defined in

NALac = Fpri
(
NErrexp

)
. (4)

The prior knowledge acquisition mainly consists of the fol-
lowing three parts.

1) Sample Generation: While the samples refer to the
known approximate configurations, they are too large to use
as training data, and our goal is to learn the exploration
process. Therefore, there is no need to generate all possi-
ble approximate configurations. Instead, we employ ENAP
to generate approximate configurations under different error
constraints. Without loss of generality, the error constraints are
set to 3, 5, 7, . . . , Errmax/2 where this latter constraint has been
determined sufficient to generate enough samples. During the
DSE in ENAP, all approximate configurations are saved.

2) Sample Selection: The approximate configurations
obtained from Sample Generation are filtered and classified
to enable the predictor Fpri(NErrexp) to easily converge.
Identical approximate configurations are removed, and
then the total ALac and Errac values are determined for
each approximate configuration. Fig. 5 illustrates how all
approximate configurations are classified according to their
ALac. The first column represents the ALac and the second
column displays all the Errac corresponding to it (Please
note that all of the Errac values here are hypothetical). In
order to ensure that the predictor Fpri(NErrexp) has a stable
convergence (based on the reduction of errors), it is necessary
to remove unsuitable approximate configurations. In Fig. 5,

2Offline refers to work that can be completed before DSE, it only needs
to be run once. Hence, offline work does not impact the resource and time
overhead of DSE. Online refers to the technology that runs during DSE, so
online technology can affect the efficiency of DSE.
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Fig. 4. Flow of FPAX.

there are two approximate configurations when ALac = 1, and
the Errac are 1 and 2. However, when ALac = 2, the Errac

of approximate configurations are 2 and 3. Therefore, we
need to remove the approximate configuration with Errac = 2.
Similarly, for ALac = 3, the approximate configuration with
Errac = 2 needs to be removed. In other words, for each
ALac, its corresponding Errac must be bigger than that of
any smaller ALac. The filtered data ensures that the predicted
values of Fpri(NErrexp) converge as the error decreases. Fig. 5
also provides an example for displaying the data format of
the input label and the output label. The last set of data
after selection is treated as the example object, and from the
example, we can know that both ALac and Errac need to be
normalized. This is done by dividing the data by Errmax and
ALmax, respectively, and then use it for the input label and
output label of the NN model, respectively.

3) Prediction Models: The input data and the output labels
obtained from above work are passed to train the NN model.
The universal approximation theorem states that any continu-
ous function defined on a compact set can be approximated
by a fully connected NN [25]. Therefore, we have proposed
a fully connected NN model as shown in Fig. 6. It consists of
an input layer, four hidden layers, and an output layer where
each small square represents a neuron, which is connected
to a weight. These weights keep on changing until the NN
model finishes the training on a provided input dataset. The
input layer of the neural network takes the NErrexp as input,
and the layers of the network are connected by rectified linear
unit (ReLU) functions. The proposed predictive function is
shown in

Fpri
(
NErrexp

) = f i
5

(
f i
4

(
f i
3

(
f i
2

(
f i
1

(
NErrexp

)))))
(5)

where function f i
j (NErrexp) is defined as follows:

f i
j

(
NErrexp

) = ReLU
(

NErrexp ∗Wi
j + bi

j

)
(6)

where Wi
j is a weight matrix, and bi

j is a bias vector. The
learning objective is to minimize the difference between the
actual NALac and the predicted NALac. The mean-squared

Fig. 5. Example for sample selection.

error (MSE) is used to quantify the difference between the
actual NALac and the predicted NALac, while the adaptive
moment estimation (Adam) optimizer is used to improve the
computational efficiency.

B. Converter

The output of Section V-A, i.e., the predictor, is a
recommended NALac budget, rather than an approximate
configuration. The Converter creates an approximate configu-
ration output, based on the cost-performance metric, defined
as follows:

Costeff = Savetar/Errac (7)

where Savetar represents the target savings and Errac represents
the error of the given configuration, respectively. Clearly, to
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Fig. 6. NN model for learning prior knowledge.

Fig. 7. Unified form for approximate configuration.

achieve an excellent approximate configuration, a large Costeff
value is desired. The concept of cost-effectiveness is used for
the selection of approximate configurations in the Converter.
Moreover, we have used the unified form of approximate
configuration in DSE. The Converter requires approximate
configurations in a uniform format, which should include
information about adjacent nodes, approximation level and
“Depth,” an example of which is presented in Fig. 7.

In the six nodes in this example, M represents a multiplica-
tion, A, an addition and ALau is the approximate level of each
node. Each approximate configuration data form also requires
“Depth,” which refers to the location of the last changed
node (for a given approximate configuration). As can be seen
in Fig. 7, the sixth node is the last one to be changed for
this approximation configuration. When a new approximate
configuration is formed, FPAX begins to change nodes from
the Depth node. The Depth parameter follows these guidelines.

1) Depth is equal to the location of the last changed node
in the approximate configuration.

2) If Depth equals the location of the last node, it needs
to be switched to the location of the node with the
smallest ALau (for the given approximate configuration).
In Fig. 7, for example, Depth equals 6, which is the
location of the last node. Therefore, to form a new
approximate configuration, the FPAX starts improving
from the first node and moves on to find the best
candidate.

The purpose of the Converter is to convert NALac into the
best approximate configuration. It consists of the following
steps.

Algorithm 1: Selection of the Approximate Unit
Input: DFG(G); Approximate Library (adder (A),

multiplier (M)); Depth;
Output: The appropriate approximation units (Costac);

1 Parameter initialization:
Costac = [], flaga = 0, flagm = 0

2 for i in range(depth,length(G)) do
3 (G[i], ALac) = Analysis(G(depth));
4 if G[i] ∈ ‘adder’& flaga==0 then
5 for j in range(ALac,length(A)) do
6 G[i]← A[j];
7 (Errac,Savetar) ← Com.factors(G[i]);
8 Costac = Savetar/Errac;
9 Costac.append(A[j], Costeff );

10 end
11 flaga = 1;
12 end
13 if G[i] ∈ ‘mul’& flagm==0 then
14 for j in range(ALac,length(M)) do
15 G[i]← M[j];
16 (Errac,Savetar) ← Com.factors(G[i]);
17 Costac = Savetar/Errac;
18 Costac.append(M[j], Costeff );
19 end
20 flagm = 1;
21 end
22 end
23 Costac = Rank(Costac);
24 Return (Costac)

1) Selection of the Approximate Units: Appropriate
approximate units are selected for the Converter, based on
cost-effectiveness, as shown in Algorithm 1. In Algorithm 1,
Com.factors is the calculation function used to obtain
parameters for approximate configuration (Errac, Savetar),
flaga is used to indicate that all approximate adders have been
explored, and flagm is used to indicate that all approximate
multipliers have been explored. The inputs are the DFG,
Approximate Library (approximate adders and approximate
multipliers), and the Depth. It reads the DFG, then starts the
analysis from Depth node. The analysis includes the type of
current node and the ALac (lines 2 and 3 in Algorithm 1) of the
current node. Algorithm 1 then replaces the current node with
an approximate unit with a bigger ALac value, calculates the
cost-effectiveness of the replaced approximate configuration,
and saves the approximate unit and the cost-effectiveness
details. The process continues by replacing the current node
with an approximate unit with a bigger ALac value and saving
the approximate unit and its corresponding cost-effectiveness
until all configurable approximation units have been replaced
(steps 5–9 and 14–19 in Algorithm 1).

Once the cost-effectiveness of all configurable approximate
units is acquired, these approximate units are arranged in
descending order (with reference to the cost-effectiveness
parameter). The first two approximate units with the highest
cost-effectiveness are retained and used for further processing.
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Fig. 8. Example for replication of approximate configurations.

2) Generation of Approximate Configurations: The appro-
priate approximate units obtained from Selection of the
approximate unit are combined with the ALac (provided by the
predictor) to form an approximate configuration. This method-
ology (Algorithm 2) requires a DFG, appropriate approximate
units (Costac), NALac, and Depth as inputs. Initially, it
analyzes the Depth node of DFG to determine whether it
can be replaced by Costac[0], which needs to have the same
operation type and a smaller ALau. If the condition is fulfilled
the node is replaced with Costac[0]; otherwise, the next node of
the target application is determined that satisfies the condition.

It is evident that replacing the node with Costac[0] increases
ALac. Therefore, it is important to determine if the increased
ALac exceeds the NALac by normalizing it and then comparing
with NALac. If ALac is under the range, then replacement
is carried out; if it exceeds or equals the NALac, then
Algorithm 2 is stopped. During the node replacement process,
if the accumulated ALac has not reached NALac, then Costac[1]
will continue to complete this task until both approximate units
are replaced or NALac is satisfied. To effectively handle the
node replacement process, Algorithm 2 is run twice. The first
preferred replacement approximation unit is Costac[0], and the
second is Costac[1]. The two approximate configurations are
formed after two runs, which are used for processing in the
subsequent steps.

Please note that Generation of Approximate Configurations
is distinct from the classical graph traverse+ greedy. Classical
graph traverse + greedy entails a one-time traversal of all
nodes with a fixed starting point. In contrast, our method does
not restrict itself to a single node traversal; if the error con-
straint is not exceeded, our method continues to traverse nodes.
Furthermore, the starting point for our method’s traversal is
determined by both the Depth and the node with the lowest
level approximation unit.

3) Replication and Selection of Approximate
Configurations: This step realizes more approximate config-
urations from those received from Generation of Approximate
Configurations. Moreover, a systematic selection procedure
is adopted to finalize the most cost-effective approximate
configuration among those available. Fig. 8 is used as an
example to describe the replication method.

In this example, the initial input configuration is an exact
configuration, and the two suitable approximate units are

Algorithm 2: Generation of Approximate Configurations
Input: DFG(G); NALac; Costac; Depth;
Output: The optimal approximation configurations

(Apprcon[]);
1 Parameter initialization: flag = 0;
2 ALexp = NALac ∗ ALmax;
3 for q in range(0,2) do
4 for i in range(Depth,length(G)) do
5 if jungle(G(i), Costac[0]/[1]) == 1 then
6 G[i]← Costac[0]/[1];
7 flag← flag+ ALau;
8 Depth = i;
9 if flag ≥ ALexp then

10 Apprcon.append(G);
11 break
12 end
13 end
14 end
15 for i in range(Depth,length(G)) do
16 if jungle(G(i), Costac[1]/[0]) == 1 then
17 G[i]← Costac[1]/[0];
18 flag← flag+ ALau;
19 Depth = i;
20 if flag ≥ ALexp then
21 Apprcon.append(G);
22 break
23 end
24 end
25 end
26 end
27 Return (Apprcon); Depth

determined by the Selection of Approximation Units (which
are approximate multiplication and approximate adder with
ALau = 1). After that, two approximate configurations
(Apprcon[0] and Apprcon[1]) are formed according to the
budget of NALac = 3.

During replication, the first approximated node in
Apprcon[1] is replicated onto the corresponding node in
Apprcon[0]. In each replication, only approximate nodes
changed by this iteration are considered, e.g., relative to the
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Fig. 9. Example for selection of approximate configurations.

initial configuration, the first approximated node in Apprcon[1]
is node 3. Therefore, the configuration information of node 3 in
Apprcon[1] is replicated onto node 3 in Apprcon[0]), and finally
to meet the NALac = 3 budget, the last approximated node
of Apprcon[0] is reverted to an exact node, which conforms to
Apprcon[2]. The first two approximated nodes of Apprcon[1],
are required to be replicated onto the corresponding nodes
in Apprcon[0] (the configuration information of node 3 and
node 4 in Apprcon[1] are replicated onto the node 3 and node 4
in Apprcon[0]).

To fulfill the range of NALac = 3, the last two approximated
nodes in Apprcon[0] are reverted to exact nodes, so that the
Apprcon[3] is constructed. Similarly, we consider the first three
approximate nodes in Apprcon[1], followed by the first four,
and so on, until all the approximate nodes in Apprcon[1] are
replicated (in this example, there are only three approximate
nodes in Apprcon[1]). The final step of this replication process
selects the top approximate configuration based on the cost-
effectiveness characteristic.

C. Termination Conditions

The proposed FPAX needs to determine the termination
conditions before starting DSE. It searches for the best approx-
imate configurations through multiple iterations, with each
iteration producing a configuration with a bigger Errac than
the previous iteration. When FPAX obtains an approximate
configuration that exceeds the Errtar, it produces the final
output. Fig. 9 demonstrates how the Errac of the approximate
configuration is assumed to exceed the Errtar, and the approx-
imate nodes in the yellow box are assumed to be approximate
nodes that are changed in the last iteration. Therefore, if
ALau of approximate nodes in the yellow box are all equal
to 0, then the Errac of the approximate configuration is
smaller than Errtar. Moreover, the ALac of the best approximate
configuration must be between the approximate configuration
of the previous and current iteration.

In order to achieve the best approximation configuration,
therefore, ALau in the yellow box is sequentially reduced,
only reducing one approximation node at a time with ALau

by 1. Simultaneously, Errac is calculated until the Errtar
condition is satisfied, after which the reduction is stopped.

For example, in Fig. 9, initially, the ALau of node 6 is
reduced followed by the calculation of Errac. If Errac satisfies
the Errtar, then the reduction of ALau of node 5 is under-
taken until the Errtar condition is fulfilled. Eventually, the
approximate configuration obtained is regarded as the final
output.

D. Design Space Exploration

Before introducing DSE, we also need to introduce a new
variable, thr which is a threshold used by FPAX to achieve a
better approximate configuration. NALac is a normalized value
that needs to be multiplied by ALmax and then rounded to
obtain ALexp. However, when the NALac is relatively small,
ALexp could be equal to 1 as the replicated approximation
configuration might be the same as the original configuration,
and it will not generate a new configuration. In that particular
scenario, FPAX can only use very few approximate units, and
the replication of the approximation configuration becomes
invalid, limiting the diversity of approximation configurations.
Therefore, we define a new parameter thr to ensure that the
ALexp is at least equal to 2 for each iteration, as this is equal
to Errau of the second approximated unit in the list sorted by
errors in descending order.

It is pertinent to mention that the second smallest error
is selected as the value of thr once the Errau is sorted in
ascending order. This is mainly used to help FPAX achieve a
better approximate configuration. NALac is a normalized value
that needs to be multiplied by ALmax and then rounded to
obtain ALexp. However, when the NALac is relatively small
and the ALexp could be equal to 1, FPAX can only use very few
approximate units, and the replication of the approximation
configuration will become invalid. This is because ALexp also
needs to be considered during replication; When ALexp = 1,
i.e., the replicated approximation configuration is the same as
the original one, then it will not generate a new configuration.
We believe that it will affect the diversity of approximation
configurations, so we have defined a threshold to ensure that
the ALexp is at least equal to 2 for each iteration. The value of
thr is defined as equal to Errau of the second approximated unit
in the list sorted by errors in descending order - by applying
each approximated unit one at a time and sorting the resulting
Errau in ascending order, the second smallest error is selected
as the value of thr.

The proposed DSE, presented in Algorithm 3, takes the
DFG, target error Errtar, and thr as inputs. The DSE first
transforms Errtar into Errexp and then compares Errexp with
thr. If Errexp <= thr, then it sets ALexp = 2. If Errexp > thr,
it is necessary to feed Errexp to the predictor, and then the
Converter will use the results of the predictor and the current
approximate configuration to realize an improved approximate
configuration. Subsequently, the Errac of the approximate
configuration is calculated and compared with the Errtar. If the
result is less than the Errtar, the approximate configuration is
saved and the next iteration is started. However, if the Errac

exceeds the Errtar, then the termination process is performed
and the approximate configuration obtained is considered as
the final output.
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Algorithm 3: DSE
Input: DFG(G); Errtar; thr;
Output: The excellent approximation configuration;

1 Parameter initialization: flag = 0; Errexp = 0;
Errac = 0;Errmax;ALmax

2 current.Apprcon = G for i in range(0, 100) do
3 Errexp = Errcon − Errac;
4 if Errexp <= thr then
5 ALexp = 2
6 else
7 NErrac = Errexp/Errmax;
8 NALac = Fpri(NErrac);
9 ALexp = NALac × ALmax;

10 end
11 Appcon = Converter(ALexp, current.Apprcon);
12 Errac = f (Appcon);
13 if Errac > Errcon then
14 Final.Apprcon =

Termin.process(Curr.Appcontextreplacement);
15 break
16 else
17 current.Apprcon = Appcon

18 end
19 end
20 Return (Final.Apprcon);

TABLE II
APPLICATIONS AND THEIR CHARACTERISTICS

VI. EXPERIMENT

Four well-known fault-tolerant applications (Table II) from
signal and image processing, are selected to evaluate the
FPAX. Table II contains the number of nodes, operation
types, area, and energy consumption for each application. All
applications are encoded in C and parsed into DFG using
GAUT [26]. The approximate units are extracted from [15]
and have their corresponding areas and energy consumption
mentioned in Table III. It is worth noting that FPAX can
be applied to any approximate unit with area and energy
consumption values. mean error distance (MED) and peak
signal-to-noise ratio (PSNR) are used to evaluate the fault
tolerance of approximate circuits, which are defined in [9].
MED and PSNR are selected as accuracy metrics for this
experiment. FPAX employs error estimation methods like
both [9] and [22], all of which rely on simulation-based
approaches, thus, FPAX provides the quality of the approxi-
mate configuration and supports any accuracy metric. 100 000
random samples are used to calculate the Errac of approximate
circuits.

TABLE III
AREA AND POWER CONSUMPTION FIGURES FOR

APPROXIMATE LIBRARY UNITS

Due to different test benchmarks or different optimization
targets, it is not appropriate to compare our approach with
all frameworks. Therefore, for a fair comparison, the ENAP
in [9] and the JS algorithm suggested in [22], which are
consistent with our optimization targets, are used to compare
with FPAX. ENAP is the latest exploration framework for
approximate configuration and the JS algorithm is a highly
efficient heuristic search algorithm renowned for its ability to
rapidly accomplish DSE.

FPAX and the proposed algorithms were implemented
in Python and experiments were performed on a computer
with a 3.10-GHz Intel Core I5-10500 CPU with 6 cores
and 16-GB RAM. FPAX is evaluated against the recently
published ENAP in terms of quality and efficiency using the
same approximation units given in Table III. We set up the
model, Fpri(NErrexp) in Fig. 6, with four hidden layers, each
corresponding to nodes 8, 8, 16, and 4. The exploration process
of 2 × 2 matrix multiplication under ENAP is used to train
it. In this experiment, given the adoption of two accuracy
metrics, it necessitates the use of two prediction models,
corresponding to two sets of samples. One set is derived from
approximate configurations based on MED, while the other set
is derived from approximate configurations based on PSNR,
both originating from ENAP. ENAP generated a total of 2000
approximate configurations for each metric. After applying our
selection method, the dataset for MED retained 932 samples,
while the dataset for PSNR retained 873 samples. Consistent
with ENAP, FPAX uses its method [19] to calculate energy
consumption and area.

A. Exploration Quality

The search ability of heuristic algorithms is closely related
to parameter settings. In this experiment, the setting of ENAP
parameters is consistent with [9], and the design of JS
algorithm in [22]. Figs. 10 and 11 detail the results of the three
methods for the minimum energy and area under different
error constraints, respectively. The y-axis gives the normalized
area and power consumption and the x-axis presents error
constraints. It is important to note that the smaller the nor-
malized value is, then the better the quality of exploration.
The figures show that as the error constraints increase, the
area and energy consumption for both decrease. In most cases,
FPAX exhibits the lowest normalized area/energy, while ENAP
and JS exhibit comparable performance in different scenarios.
This suggests that FPAX demonstrates superior exploration
quality.
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Fig. 10. Energy saving results for different benchmarks against various error bounds.

Fig. 11. Area saving results for different benchmarks against various error bounds.

In some scenarios, ENAP also generates better results
compared to FPAX. For example, when the error constraints of
Laplace are small, ENAP exhibits a slightly better exploration
quality than FPAX as it has a reduced search space of Laplace
under small error constraints, allowing it to approach the
optimal approximation configuration with fewer iterations.
However, in general, FPAX shows better exploration quality
because FPAX features prior knowledge to approach the best
approximation configurations. From Fig. 12, the exploration
quality of JS is shown to be better than ENAP in some cases,
such as for FIR filter for the MED = 15 error bound. This is
mainly because according to [9], the number of iterations of
ENAP is set to 3. We release the iteration limit of ENAP in
the next section for more in-depth analysis.

B. Time Overhead

As FPAX, ENAP, and JS are different approaches, the
number of iterations cannot be used to compare the efficiency,
so the time consumed is used as shown in Fig. 12. It reflects
the change in the exploratory quality of approximate config-
urations as reflected in normalized energy consumption, over
time. ENAP uses a genetic algorithm-based search framework,
whose search quality converges to an optimal approximation
configuration as the number of iterations increases.

To allow comparison, the ENAP termination condition is
modified to an infinite number of iterations until the same
result occurs three consecutive times. The termination condi-
tion of JS is consistent with [22], that is, when an approximate
configuration that satisfies the error constraint first occurs,
the result is output. In Fig. 12, the red line, purple line, and

blue line correspond to the exploration processes of FPAX,
JS, and ENAP, respectively, where each symbol represents an
iteration. The exploration quality and time overhead at the
end of iteration for these three methods are presented. Clearly,
from the perspective of exploration quality, in most cases,
FPAX can achieve the best exploration quality, followed by
ENAP and JS. From the perspective of time efficiency, FPAX
also requires the least time, followed by JS, and ENAP requires
the longest time. From Fig. 12, it can be observed that FPAX
terminates the first iteration of ENAP when the error bounds
are MED = 5 and MED = 8. This means that FPAX gives
the results before the end of the first iteration of ENAP. In
addition, the quality of FPAX exploration is much better than
that of the first iteration of ENAP.

In the most obvious example, when the error bound applied
to 3 × 3 convolution is MED = 5, the quality of exploration
at the end of ENAP iteration is worse than that at the end
of FPAX iteration. Meanwhile, the time consumption at the
end of ENAP iteration is 595.411 s, and that at the end
of FPAX iteration is only 32.467 s. This means that FPAX
achieves the best approximation configuration 18× faster
than ENAP.

For some cases, ENAP exhibits a slightly better quality of
exploration than FPAX before the end of iteration, such as
when the error bound of 3 × 3 convolution is MED=15.
However, this is achieved at the cost of large time overhead.
ENAP requires 638.134 s to obtain similar results to FPAX,
which is about 6× more than 99.912 s of FPAX. In summary,
FPAX uses the least time cost among the three methods, and
achieves better or identical quality exploration results when
compared with ENAP.
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Fig. 12. Comparison of exploration efficiency between ENAP, JS, and FPAX. (a) Sobel. (b) Laplace filter. (c) 3×3 convolution. (d) FIR filter.

TABLE IV
COMPARISON OF TIME OVERHEAD USING ENAP

AND FPAX IN DIFFERENT APPLICATIONS

Table IV shows the average single iteration time and num-
ber of iterations required for FPAX and ENAP. From Table IV,
it can be found that the average single iteration time of FPAX

is smaller than that of ENAP, especially in applications with
larger search space (such as FIR filter). This is mainly because
these applications with large search space contain multiple
operations, and estimating the error quality of an approximate
configuration requires more time. FPAX can avoid a large
number of redundant calculations, that is, evaluating approx-
imate configurations less frequently than ENAP, thus saving
time and resources. Table IV also shows that the number of
iterations of FPAX is always smaller than that of ENAP, which
once again proves that the convergence speed of FPAX is faster
than that of ENAP.

VII. CONCLUSION

A new framework, called FPAX, has been proposed to
create AC designs for fault-tolerant applications, giving faster
performance and almost identical exploration quality than
previous work. FPAX first learns knowledge from well-known
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explorations offline, and then applies the learned knowl-
edge to DSE in approximate configuration, to avoid a large
amount of redundant calculations. As learned knowledge is
not directly approximate configurations, we also propose a
method called Converter that can transform this knowledge
into high-quality approximate configurations. Compared with
the JS algorithm known for its efficiency, FPAX can also
achieve faster convergence speed and better exploration qual-
ity. When compared with the latest search framework ENAP,
FPAX can achieve similar exploration quality 18 times faster
than ENAP.
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