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Abstract—Hardware Trojans, malicious components that
attempt to prevent a chip from operating as expected, are care-
fully crafted to circumvent detection during the predeployment
silicon design and verification stages. They are an emerging
threat being investigated by academia, the military, and indus-
try. Therefore, run-time hardware Trojan detection is critically
needed as the final layer of defense during chip deployment,
and in this work, we focus on hardware Trojans that target
the processor’s performance. Current state-of-the-art detectors
watch hardware counters for anomalies using complex machine-
learning models, which require a dedicated off-chip processor
and must be trained extensively for each target processor. In this
work, we propose a lightweight solution that uses data from a
single reference run to accurately determine whether a Trojan
is slowing processor performance, across CPU configurations,
without the need for new profiles. To accomplish this, we use an
analytical model based on the application’s inherent microarchi-
tecturally independent characteristics. Such models determine
the expected microarchitectural events across different proces-
sor configurations without requiring reference values for each
application-hardware configuration pair. By comparing predicted
values to actual hardware events, one can quickly check for unex-
pected application slowdowns that are the key signatures of many
hardware Trojans. The proposed methodology achieves a higher
true positive rate (TPR) compared to prior works while hav-
ing no false positives. The proposed detector incurs no run-time
performance penalty and only adds a negligible power overhead
of 0.005%.

Index Terms—Analytical modeling, embedded security,
hardware Trojan detection.

I. INTRODUCTION

THE INTERNET of Things (IoT) era has intensified the
competition in the semiconductor industry to design and

produce smart computing systems that can handle diverse and
demanding applications, such as self-driving cars, smart cities,
and wearable devices. These applications require smart com-
puting systems to perform complex computation with high
performance and power efficiency, which increases the chip
complexity. Chip design companies are required to meet tight
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time-to-market timelines to stay competitive, forcing them to
rely on external suppliers to overcome these challenges. One of
the challenges of developing modern hardware is to ensure that
they are secure and reliable. However, this current design flow
exposes new security risks that have to be addressed. For exam-
ple, malicious actors could exploit vulnerabilities in different
components of the chip. Therefore, it is essential to apply rig-
orous testing and verification methods to identify and mitigate
these risks before deploying the system to the end users.

Due to the tight time-to-market timeline and chip complex-
ity challenges mentioned, chip designers provide their designs
to and use products from various parties, such as leveraging
third-party intellectual property (IP) blocks, using sophisti-
cated CAD software built by other companies, and transferring
their designs to foundries for fabrication. The problem is
that these third-party companies can be untrusted and poten-
tially inject hardware Trojans into the target design. Hardware
Trojans are malicious components that attempt to prevent a
chip from operating as expected and can be inserted in a chip
at any phase of the design flow, from early register transfer
level (RTL) design stage to tape-out [1]. They are an emerging
threat being investigated by academia, military, and indus-
try [1], [2], [3] and can cause catastrophic changes in chip
functionality, leading to performance degradation, denial of
service (DoS), and information leakage [4].

Countermeasures [5], [6] have been developed against hard-
ware Trojans targeting various components, such as network-
on-chip [7], [8], processors [9], as well as accelerators [10].
These countermeasures have also been developed for different
phases of the chip development flow from presilicon vali-
dation to post-silicon testing and run-time verification. For
example, functional verification ensures that the output of
the design under test is as expected. Side-channel analysis
observes side-channel characteristics of a circuit such as power
and delay [11] in search of anomalies caused by Trojans.
However, hardware Trojans are designed to be stealthy, embed-
ded as tiny components in the chip, and rarely activated to
circumvent these predeployment techniques. Run-time hard-
ware Trojan detection is thus critically needed to serve as the
final layer of defense that protects the chip during deployment.

State-of-the-art processor-based run-time hardware Trojan
detection methodologies [9], [12] tend to observe microarchi-
tectural events, such as the number of branch misses on a
processor, to detect anomalous behavior. Unlike side-channel
information (e.g., power), which can be disturbed by physi-
cal phenomena such as process variation and chip aging that
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can decrease its detectability, microarchitectural events tend
to be consistent across chips with the same design. However,
these prior works require time-consuming training of complex
machine-learning detection algorithms that assume a trusted
baseline with no Trojans during training. In some cases, like
when the design is provided as a third-party IP block, a
trusted baseline may not be available. More importantly, cur-
rent state-of-the-art detection models are configuration-specific
and cannot be reused across different processor configurations.
Furthermore, they often require an additional off-chip secure
processor to monitor the target processor during execution.

This work employs, for the first time, mechanistic mod-
els based on analytical modeling to address these challenges.
Mechanistic models aim to predict key microarchitectural
events of a given hardware–software pair. This data can be
used to detect abnormal behavior due to the effects of hardware
Trojans [12]. The key benefits of mechanistic models are that
they can capture the fingerprint of an application regardless of
the underlying microarchitecture while flexibly and accurately
predicting microarchitecture-specific events using only high-
level hardware configuration information. In addition, they do
not require costly offline training or model updates when the
processor configuration changes.

In this work, we introduce a lightweight hardware Trojan
detector. The detector is connected to the target processor and
implements analytical models that capture fundamental soft-
ware characteristics to predict key microarchitectural events
periodically without a trusted baseline. The predicted values
are then compared with actual values from the target processor
to identify anomalies in processor behavior and detect hard-
ware Trojans that target the processor’s performance. To the
best of our knowledge, this work is the first that uses analytical
modeling to detect hardware Trojans. The proposed solution
achieves the highest true positive detection rate compared to
prior work, with no false positives, even for hard-to-detect,
stealthy hardware Trojans. The proposed detection unit is off
the critical path, works in parallel with the processor, and only
increases the power consumption by a negligible 0.005%.

II. RELATED WORK

Prior run-time hardware Trojan detection methodologies
observe key system attributes that capture the behavior of
the processor, for example, from side-channel information
or microarchitectural events, to detect anomalies. We clas-
sify prior works into those based on hardware performance
counters and those that rely on chip information.

Hardware Trojan Detection in Processors Based on
Microarchitectural Events: State-of-the-art run-time hardware
Trojan detection techniques for processors rely on observing
logical or side-channel information and use machine-learning
or deep-learning algorithms to detect anomalies in the data.
Vijayan et al. [9] observed representative flip-flops in a pro-
cessor. The experiment shows that observing 12 flip-flops in
the Leon3 processor is sufficient to achieve 90.9% accuracy
and 0.40% power overhead accounting only for the monitor-
ing module. Elnaggar et al. [12] proposed an approach that
detects changepoints and classifies them from performance

counter data. Elnaggar et al. [13] relied on half-space trees to
detect anomalies in data streams from performance counters.
The works [12], [13] heavily suffer from the limited subset of
observable performance counters which hurts detectability and
can lead to a high false positive rate (FPR) or low true positive
rate (TPR) when observing an unsuitable microarchitectural
event.

Hardware Trojan Detection in Processors Based on Chip
Information: Other previous works also observe and detect
anomalies from side-channel information using, for exam-
ple, power, current, electromagnetic radiation, and temper-
ature [14], [15], [16], [17]. However, even chips with the
same design can have different observations due to process
variations, different physical environments, and chip aging,
complicating detection processes. Also, tiny hardware Trojans
may be able to circumvent this approach as they do not gen-
erate observable anomalies in side channel information even
if the Trojans are catastrophic. These techniques also require
sensors of sufficient precision to be inserted on-chip.

FinalFilter [18] is a reconfigurable property checker
that aims to protect security-critical properties instead of
performance-related properties. This work is orthogonal to
ours, and the two can be combined to provide broader pro-
tection. Processor protection unit (PPU) [19] observes the
instruction’s opcode, the number of clock cycles to exe-
cute an instruction, and specific internal signals to detect
hardware Trojans. Nevertheless, its implementation highly
depends on simple processor designs with limited scalabil-
ity. Its complexity grows when a processor becomes more
complicated.

III. BACKGROUND

Microarchitectural events, such as a count of branch and
cache events that occur, have been shown to accurately capture
the characteristics of an application [20] and can be viewed as
the fingerprint of a program from which hardware Trojans can
be detected when they disturb the program signature reflected
by these events. This section describes the microarchitecture-
independent analytical models used in this work to capture the
fingerprint of an application based on the application itself. In
the rest of this section, we describe the two main analytical
modeling techniques used in this work: 1) branch predictor
modeling and 2) cache modeling.

A. Branch Predictor Modeling

An analytical model that captures the branch behavior of
an application using linear branch entropy [21] is used in this
work. This model provides a way to predict the branch mis-
prediction miss rate of an application running on a specific
hardware platform in a lightweight and flexible way while
maintaining accuracy. The model has also been used as a com-
ponent of a more complex processor analytical model [22]
that can estimate the performance of out-of-order processors.
Building and using the branch predictor model consists of
two phases: 1) the preparation phase and 2) the miss rate
estimation phase. The preparation phase also consists of two
subphases: 1) application profiling and 2) model training.
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Fig. 1. Branch predictor modeling flow begins with (1) an up-front analysis phase to build an analytical model that can be used for predicting branch miss
rates. The up-front analysis is composed of a (1a) model training and (1b) application profiling step. The model training step is used to generate linear branch
entropy values and miss rates of the applications and train the linear regression model. During (1b) application profiling, the target application is profiled and
a linear branch entropy profile is generated. During model deployment (2), the resulting linear regression model is used to predict branch miss rates based on
the profile of the target application. This model is deployed and represents a lightweight model using two linear parameters of the specific branch predictor
to accurately predict a branch prediction rate [21].

Fig. 1 demonstrates the entire flow of this framework

EL(p(i, H)) = 2 · min(p(i, H), 1 − p(i, H)). (1)

In the application profiling phase, where the application is
run to collect microarchitectural event statistics, linear branch
entropy EL(p(i, H)) can be derived from a taken rate of a his-
tory pattern shown in (1). A taken rate of a specific local/global
history pattern H, p(i, H), is defined as a probability of a static
branch i to be taken when the value of branch history equals H.
The value of a linear branch entropy ranges from 0 to 1, where
0 is a predictable conditional branch, leading to a low miss
rate, and 1 is the least predictable, leading to a high miss rate

E = 1

N

∑

i

∑

H

n(i, H) · EL(p(i, H)). (2)

The average linear branch entropy, E, is then calculated
using (2), using the weighted arithmetic mean, where n(i, H)

is the number of times the static branch i is executed and N
is the total number of dynamic branches executed

M(E) = α + β · E. (3)

The model training phase trains a linear regression model
to predict branch miss rates. The branch miss rate of an appli-
cation for a given branch predictor can be derived using (3).
To construct this linear model, a training dataset for a particu-
lar branch predictor is needed, which contains the relationship
between branch miss rate and linear branch entropy, which can
be obtained from a high-level computer architecture simula-
tor [23] or dynamic binary translation tool like Intel Pin [24].
α and β are then generated using a least-squares fit based on
the training dataset.

During the miss rate estimation phase, the average linear
branch entropy data from the target application is retrieved.
The specific average linear branch entropy value is then chosen
based on the type and size of the specific branch predictor
to predict the miss rate. The predicted number of misses in
a specific period can then be calculated by multiplying the
predicted miss rate by the total number of branches during
that period.

This branch predictor model provides a microarchitecture-
independent branch profiling methodology that allows one to
predict a branch miss rate without the need for a full processor

design implementation or golden reference. The profile is also
independent of a specific processor architecture as the branch
statistics are only calculated solely based on the behavior of
the program. Only the linear regression model is specific to a
branch predictor, which can be trained using, for example, a
high-level branch predictor simulator [25] without the need for
its actual hardware implementation like RTL code or gate-level
netlist.

B. Cache Modeling

To build an analytical model for caches, the least-recently
used (LRU) stack processing algorithm [26] is used and was
chosen as it can quickly predict the number of cache hits
and misses analytically based on the LRU replacement pol-
icy as well as flexibly as it does not require reprofiling the
same application for different processor configurations. The
algorithm has been widely used in other works in different
applications [27].

The LRU stack processing algorithm uses a stack to keep
track of cache-line addresses accessing memory. The LRU
stack distance of a cache-line address is the number of
addresses between that cache-line address and the top of the
stack. When a cache-line address is accessed, the counter for
its particular LRU stack distance value is counted, and the
cache-line address is moved up to the top of the stack to emu-
late the LRU replacement policy. By doing so, a histogram can
be constructed from which one can calculate the number of
cache hits and misses based on the size of a cache. This algo-
rithm can be applied to instruction and data caches as they
both work similarly on different types of data. This step is
called the preparation phase.

Figs. 2 and 3 demonstrate how the LRU stack distance is
computed and how to keep track of cache statistics. In this
implementation, the buckets are associated to sizes 64, 128,
256, . . . , 2n B. The infinity bucket is used to count the number
of addresses that have been first accessed and, thus, result in
cold misses. In Fig. 2, when an address that has never been
seen before is accessed, in this example address D, the address
is placed on the top of the stack, and the infinity bucket is
incremented by one. Similarly, in Fig. 3, when the address D
is later accessed again, the address is moved to the top of the
stack, and the distance between the last location and the top
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Fig. 2. Example of an LRU stack distance when an address D is accessed
for the first time in the application run. The address D is put at the top of the
stack, and as D has not been seen before, the counter in the infinity bucket is
increased by one to count toward the number of cold misses. The values of
the counters are then used to predict the number of cache hits and misses.

Fig. 3. Example of an LRU stack distance when an address D is accessed a
second time. The address D is moved to the top of the stack, and the distance
between the last location of D and the top of the stack is calculated. In this
case, the counter in the 256 B bucket is increased by one as the total distance
is 192 B, which is below 256 B but higher than 128 B. The total distance can
be calculated by multiplying the number of entries away from the previous
use of D by the cache line size. The values of the counters are then used to
predict the number of cache hits and misses.

of the stack is calculated. The counter in the smallest bucket
that is larger than the distance is incremented by one. In this
case, the 256 B bucket is incremented as 192 B is bigger than
128 B and smaller than 256 B. The total LRU stack distance
can be calculated by multiplying the number of entries away
from the previous use of D by the cache line size.

To compute the number of cache hits and misses for a par-
ticular cache size, the number of accesses at the bucket sizes
higher than the actual processor cache size is summed to deter-
mine the number of cache misses. Similarly, to find the actual
number of cache hits for a particular cache size, the number
of cache accesses at the sizes equal to and smaller than the
processor cache size is summed. We call this step the cache
event prediction phase.

Fig. 4 presents the process of cache miss event prediction.
The histogram shows the number of accesses that occur in each
bucket size. Each bucket represents the cache size needed for
those accesses to result in a cache hit. In this case, the target
processor has a 2-KiB data cache. The number of accesses that
is in the buckets smaller or equal to 2 KiB will be summed
up to get the number of cache hits. Similarly, the rest of the
buckets are used to calculate the number of cache misses, as
those accesses would require a cache that is larger than the
cache used on the evaluated system at run time. Note that this
histogram can be flexibly reused across different cache size

Fig. 4. Part of the dijkstra benchmark’s data cache histogram from the LRU
stack processing algorithm. Assuming that the target processor has a 2-KiB
data cache, the bucket sizes that fall into the left area are the groups that
contribute to the number of cache hits, and the bucket sizes in the right area
are the groups that contribute to the number of cache misses.

configurations using this methodology without rerunning the
preparation phase.

IV. THREAT MODEL

Fig. 5 shows the threat model used in this work. In this
threat model, hardware Trojans are assumed to be inserted
into the processor during the RTL design stage by a malicious
third-party design company. This company then gives an IP
block of the Trojan-infected processor to a trusted chip design
company. The proposed countermeasure is implemented and
integrated with the chip design at this stage. The chip design
company then integrates the Trojan-infected IP block with
other Trojan-free components and runs a variety of tools to
generate the final chip design for tape-out. These tools are
assumed to be from well-known, certified EDA companies
and are trusted. The final design is then fabricated at a trusted
foundry.

Hardware Trojans are designed to be stealthy. Thus, they are
assumed to be able to remain inactive during normal execution,
which allows them to circumvent prelayout and post-layout
verification. It is also assumed that they can avoid detection
during chip testing. In addition, the developers who build
and maintain software for the Trojan-infected processor are
assumed to be trusted.

After fabrication, a user deploys the hardware-Trojan
infected chip to execute their workloads, which could be crit-
ical applications [28]. During execution, the hardware Trojan
is activated at a critical moment, like when the application
is run in a nuclear or power facility, to attack the processor.
Several types of attacks exist with their respective counter-
measures. In this work, we focus on DoS and performance
degradation attacks. Detecting application performance differ-
ences that are within normal operating ranges is outside the
scope of this work.

This threat model is similar to the threat models used in
state-of-the-art related works [9] and similar to the untrusted
third-party vendor scenario, which is one of the five most com-
mon chip-level threat models [29]. The model ensures that the
hardware components of the proposed methodology remain
unmodified during the chip design process and allows for this
work to focus on hardware Trojan issues.
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Fig. 5. Overview of the hardware Trojan threat model consisting of a variety of phases from specification to RTL design and integration to fabrication and
packaging to customers. Hardware Trojans are assumed to be added by a third-party company at the RTL design stage inside an IP block. The IP block is
then integrated to a bigger system by a trusted chip design company.

V. METHODOLOGY

Figs. 6 and 7 present an overview of both the software and
hardware aspects of the proposed methodology, with the num-
bers in the figures corresponding to each of the steps of the
methodology described below.

A. Software Flow

To ensure that the application will not be modified to bypass
the hardware Trojan detector, and as an example methodology,
the trusted software developers must first follow these steps.

1) The trusted chip developing company generates a pri-
vate key that is only shared, through a secure channel,
for example, based on a public-key cryptography algo-
rithm, with trusted software companies that develop the
applications.

2) The trusted software developers build their applications
and generate binaries that must be profiled to capture the
fingerprint of the application for use in branch and cache
analytical models. The result is an application-specific
but microarchitecture-independent profile that can be
reused across different architectures and configurations.
Thus, profiling is only done once for an application.
The profile generated is the crucial information that
will be used to predict microarchitectural events by
the proposed hardware Trojan detector. Unlike prior
work [9] that requires low-level knowledge of the tar-
get processor (e.g., RTL code and gate-level netlist), our
proposed methodology only requires high-level configu-
ration information of the processor design, such as data
cache and instruction cache sizes, which is known by
the hardware and software vendors.

3) The generated profile is sent to the message authenti-
cation code (MAC) algorithm to generate a profile tag
using the private key provided by the chip company.
The MAC algorithm ensures that the untrusted proces-
sor does not modify the application profile sent to the
proposed Trojan detector.

4) Finally, the application binary, the profile, and the profile
tag are sent to the user to run the application.

B. Hardware Flow

To ensure that the binary and profile are not tampered with
and hardware Trojans are detected when they are activated,
the hardware follows these steps.

Fig. 6. Overview of the proposed methodology consisting of two sides:
developer side and hardware side. The developer side is where the software
developer prepares their application for distribution to users. The hardware
side receives an application binary with its profile and profile tag to run the
application and checks for hardware Trojans.

1) The profile and profile tag are first given to the secure
detector through the untrusted processor to verify their
correctness. The secure detector also holds the same
secret key as the software developers. The secure
detector regenerates the profile tag using its private key
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and compares it with the tag sent from the software
developers. Note that the MAC algorithm used is pro-
vided as an example to demonstrate this methodology.
One algorithm can be used if they are deemed more
secure for their use cases.

a) If the tags differ, meaning that either the tag or
profile has been tampered with, the untrusted pro-
cessor is stopped and not allowed to execute the
binary.

b) If the tags are the same, the processor is allowed
to execute the binary.

2) The Trojan detector uses the profile to generate data
for detecting Trojans when the target application is
loaded into the processor. The processor then exe-
cutes the binary with the detector, periodically checking
for hardware Trojans by predicting microarchitectural
events based on the given profile for every N instruction
(instruction window).

a) If the number of microarchitectural events is out-
side the upper-bound and lower-bound values of
the predicted microarchitectural events, a hardware
Trojan is detected.

b) If the difference in performance is lower than the
threshold, execution continues.

3) When a hardware Trojan is detected, the secure detector
can trigger a countermeasure, for example, disconnect-
ing the processor from other IP blocks or turning the
processor off.

C. Performance Counter Interception Attack Prevention

The MAC algorithm is used in our proposed methodology
(see Fig. 6) to generate a verifiable tag for each application.
The MAC is then used to verify that the untrusted processor is
sharing a correctly generated (and trusted) application profile
from the original software developer and that it has not been
tampered with. The trusted processor can validate this profile
during run time to allow the untrusted processor to operate.

If the processor contains a hardware Trojan that can inter-
cept performance counter values sent to the detector, it can
modify the profile to match the fake performance counter val-
ues to bypass this detection methodology. This type of Trojan
is similar to the one proposed in a recent work [9]. Instead,
through the use of a verification tag MAC, the correctness of
the profile can be verified, and this type of hardware Trojan
will be blocked in this methodology. It can no longer continue
to run as both the correct performance counter values for the
entire application run, as well as a matching profile needs
to be presented. This is not possible when hardware Trojans
are operating as they do not have knowledge of the applica-
tion and the software developer who originally generated the
application profile is trusted.

D. Hardware Design

Fig. 7 shows the overview of the proposed hardware design.
A lightweight Trojan detector is integrated into the chip to
predict the number of microarchitectural events in the pro-
cessor pipeline based on the application profile to detect

Fig. 7. Overview of the proposed hardware design. The untrusted processor
IP is connected to the trusted hardware Trojan detector via an interface. The
processor may also be connected to other IP blocks through a controller which
is controlled by the detector.

anomalies. In modern processors, the number of microarchi-
tectural events can be found in the performance counters that
keep track of important events (e.g., branch misses and cache
misses). Therefore, the Trojan detector is directly connected
to the performance counter module through the IP interface.
The untrusted processor may also connect to other IP blocks
via an interface that contains a controller that enables the
secure detector to control the processor. Connecting the detec-
tor directly to the processor at the hardware level is beneficial
as the interface used to transfer performance counter data is
not as limited as reading the data at the software level.

The untrusted processor normally comes in the form of an
IP block from a third-party company. IP blocks generally do
not allow hardware developers to have access to the implemen-
tation of the design, i.e., RTL code, to ensure that proprietary
components and designs are not exposed to people outside the
company. However, common interfaces are typically exposed
to the hardware developers to allow them to integrate them
with other components or IP blocks. The methodology is suit-
able for this setting as it does not require any information
from the RTL code and only requires the secure detector to
have access to the performance counters of the processor to
be validated.

The Trojan detector consists of three key components:
1) verification module; 2) register file module; and 3) compute
unit. The verification module implements the MAC algorithm
to check the correctness of the profile and contains the private
key. The register file module and the compute unit implement
the linear branch model and cache event prediction.

The register file module stores the α and β parameters
for the linear branch model and data and instruction cache
size parameters for the LRU cache model. These parameters
can be hard-coded by trusted hardware developers as they
are fixed in each processor. As the performance counters do
not reset their values after each read request, the register file
module is also required to store performance counter values
read for the previous detection period. These previous val-
ues will then be used with the current performance counter
values that are read in the current detection period to calculate
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the number of events that occur in the current instruction
window by subtracting the current performance counter values
from the previous ones. The register file module also stores
the acceptable ranges of microarchitectural events generated
before running the application.

The compute unit calculates the branch model’s miss rate
estimation, the cache model’s cache event prediction, and the
range calculation. For the range calculation, it first generates a
pair of upper- and lower-bound values for each predicted value
based on the threshold and confidence interval. These values
are then stored in the register file module to compare the actual
value from the performance counter with this pair at run-time.
The range calculation phase is done during the programming
phase of the processor before running an application.

During the detection phase when an application is being
run, the secure detector periodically observes hardware
performance counters in each instruction window. This
presents an opportunity for the secure detector to be in an
idle state to save power when it is not the time to make an
observation. The observed data is then compared with the pre-
dicted data. If the error between the observed and predicted
data is higher than the specified threshold, meaning that an
anomaly was found, the secure detector can send a signal that
a hardware Trojan has been detected, for example, to trigger
a countermeasure.

Due to the high accuracy of modern branch predictors and
the high data reuse of applications, the number of branch and
cache misses is generally relatively small. Therefore, track-
ing misses can lead to a higher number of false positives, as
a slight difference between the analytical models and actual
hardware can create a significant error value. For this reason,
we use the number of branch and cache hits in this work.

For example, assuming that there is an application that has
100 K memory accesses and has 1% and 2% cache miss rates
from actual hardware and analytical model, respectively, the
difference in the cache miss rates may seem small, but, in fact,
the actual misses are 1000 and 2000 misses, respectively, lead-
ing to 50% error (as seen by measuring the miss rate) in total.
In contrast, by considering a number of hits instead, the same
application has 99% and 98% cache hit rates, respectively,
meaning that it has 99K and 98K actual cache hits which lead
to only 1% error.

E. Upper- and Lower-Bound Calculation

We use confidence intervals to calculate acceptable microar-
chitectural event ranges based on the analytical models’
predicted values. However, since an application consists of dif-
ferent phases that may have largely different microarchitectural
event characteristics, our methodology will need to determine
when applications switch between phases. There are a number
of different methods to determine application phases, from the
use of basic block vectors [30], to LRU stack distance [31] or
even both of them at the same time [20]. Instead, in this work,
we first apply a changepoint detection algorithm [12] to detect
phase changes in the LRU stack distance [31] information
during application profiling as this information is readily avail-
able. Next, a confidence interval is calculated for each phase

TABLE I
ROCKET CHIP [33] CONFIGURATION USED IN THIS WORK.

THE NUMBER OF PERFORMANCE COUNTERS INCLUDES

ONLY THE CONFIGURABLE ONES

and type of microarchitectural event to determine upper- and
lower bounds. A threshold value is then applied to ensure that
the range handles errors that can be introduced by inaccuracies
in the analytical models. The secure detector approximates the
standard deviation by applying the Range Rule of Thumb [32],
which simplifies the hardware implementation.

VI. EVALUATION

A. Experimental Setup

We evaluate the proposed methodology on Rocket Chip [33]
a 5-stage, in-order RISC-V processor (see Table I for configu-
ration details). The secure detector reads the control and status
register (CSR) module, which contains configurable hardware
performance counters. The core is synthesized using Synopsys
Design Compiler version P-2019.03 targeting a 22-nm technol-
ogy node and runs at 250 MHz. Note that the secure detector
connected to the processor is off the critical path and does
not affect the maximum frequency. Power analysis is per-
formed with Synopsys PrimePower version P-2019.03. We
use the Firesim FPGA platform [34], an open-source cycle-
accurate FPGA-accelerated full-system hardware simulation
platform, to conduct the experiments in this work. We test
a selection of MiBench embedded benchmarks [35] using
99.5% confidence intervals with 4% thresholds, respectively.
The instruction window size is 1 million instructions.

The gem5 simulator [36] is used as an ISA frontend for
the branch predictor and cache analytical models. As the
gem5 simulator models branch predictor effects on the instruc-
tion cache, instructions that are loaded and flushed later in the
pipeline due to branch misprediction can add noise to the data
trace and are ignored in this work. Only committed instructions
are analyzed to avoid noise. No additional information from
a detailed simulator is used. The gem5 simulator is used as a
faster methodology for profile data collection and is shown to
have relatively high accuracy. One can increase the accuracy
of the profiling data by using cycle-level models but at the
cost of a significantly longer run time.

We use a linear branch model with parameters α (–0.189)
and β (52.322) obtained from [21] based on the 2011
Championship Branch Predictor (CBP) competition training
dataset [25] based on the x86 ISA. One can train a linear model
as described in Section III to generate the model parameters
for a specific branch predictor. A cache access is modeled to
happen at every fetched instruction and data value instead of
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(a)

(b)

Fig. 8. Effects of the Trojans. The green area indicates the period that the
Trojans are inactive. The red area indicates the period that the Trojans are
active. (a) NOP-insertion Trojan inserts NOP instructions into the processor
pipeline reducing processor activities including memory requests, thus sig-
nificantly decreasing data cache hits. (b) Cache-disabling Trojan disables the
instruction cache and the number of cache hits slumps. Note that the number
of instruction cache misses also goes up significantly.

every fetched memory and data block to imitate the behavior
of Rocket Chip. The same methodology can also be applied
to processors that fetch block-level data.

We evaluate three hardware Trojans, two of which are built
based on Trust-Hub [4], with each Trojan triggered in the
middle of the benchmark run (Fig. 8).

1) NOP-insertion Trojan inserts NOP instructions at the
front-end to launch a DoS attack [12]. This is similar
to PIC16F84-T200 from Trust-Hub.

2) Cache-disabling Trojan forces every cache access to
miss in order to disable the instruction cache [12]. This
is similar to s35932-T300 from Trust-Hub.

3) NOP delay Trojan is a Trojan that is built to evaluate
the effectiveness of our solution in a milder interference
scenario by periodically inserting NOP instructions 40%
of the time when active to slow down the core.

B. Methodology Demonstration

Fig. 9 demonstrates how the proposed technique works,
using the analytical cache model shown in Fig. 9(a) and ana-
lytical branch predictor model illustrated in Fig. 9(b), to define
the detection boundaries, as well as how the analytical branch
prediction model is able to detect an NOP-insertion Trojan
shown in Fig. 9(c).

Fig. 9(a) shows the number of L1 data cache hits over time.
The L1 data cache histograms are used with the changepoint
detection algorithm to detect phases, which are then used to

(a)

(b)

(c)

Fig. 9. Predicted bounds for cache and branch events and an example of how
the proposed methodology detects a Trojan in the basicmath benchmark with
99.5% confidence intervals and 4% threshold. (a) Data cache hits during a
Trojan-free run with the transition of execution phases, represented as a change
in color, detected by the changepoint detection algorithm. Each phase has the
same upper and lower bounds. (b) Branch prediction hits for a Trojan-free
execution. (c) Detection of a hardware Trojan-infected execution by observing
the number of branch prediction hits. As the NOP-insertion Trojan affects the
number of branch prediction hits significantly, the proposed methodology can
detect the Trojan in this workload with 100% accuracy.

calculate acceptable ranges for all models. As illustrated, phase
detection helps the methodology to adjust the width of the
acceptable ranges in a fine-grained way to maintain appropri-
ate ranges for each phase of the program, ensuring that the
ranges are not too wide to overlook anomalies from hardware
Trojans and not too narrow to suffer from a high FPR.

The model only requires the branch prediction algorithm
(gshare in this work) and its size as input. Combined with
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TABLE II
TPR, FPR, AND THE PERFORMANCE IMPACT EACH TROJAN HAS ON THE

APPLICATION. DOS STANDS FOR DENIAL OF SERVICE, MEANING THAT

THE WORKLOAD DOES NOT COMPLETE

TABLE III
VARIATION OF DATA CACHE (D$) AND BRANCH HITS (BR.) IN THE

TWO LARGEST PHASES IN EACH APPLICATION, SHOWN AS MAXIMUM

DEVIATION PERCENTAGE (THE DIFFERENCE BETWEEN THE MAXIMUM

AND AVERAGE VALUES IN THAT PHASE). Size IS THE PORTION OF

INSTRUCTIONS FOR EACH PHASE RELATIVE TO THE TOTAL

NUMBER OF INSTRUCTIONS OF THE APPLICATION.
NOTE THAT qsort ONLY HAS ONE PHASE

appropriate branch information from the application, the model
predicts branch miss rates periodically throughout the run that
are used to calculate the number of acceptable branch hits in
the entire run shown as a gray area in Fig. 9(b). Any value
outside this area is considered anomalous due to interference
from a hardware Trojan.

In Fig. 9(c), the red line shows the number of branch hits
after the NOP-insertion hardware Trojan is activated. Our
methodology can detect this with 100% accuracy for this
workload, as the number of branch hits falls out of the gray
zone. In contrast, this Trojan can entirely circumvent a state-
of-the-art changepoint detection algorithm [12], as it does
not generate a change in the data stream observable by the
detection algorithm.

C. Evaluation Results

Table II shows that the proposed methodology, for the work-
loads evaluated, can detect all of the anomalous data points
while having no false positives due to the significant deviation
of the predicted and the monitored microarchitectural events.
This is also evident from the significant performance impact
each Trojan has on the application, as shown in the table.

1) Sensitivity Study: The sensitivity of the proposed Trojan
detector depends on how wide the boundaries of the monitored
microarchitectural events are. These boundaries are defined
by the workload variability during execution, which depends
on the inherent characteristics of each application. Table III
shows the variations within the normal operating ranges of

Fig. 10. TPRs with different delay frequencies to observe the detector’s
sensitivity. 10% delay frequency means the Trojan periodically delays the
core by an additional 10% of the time (when the Trojan is active, not the
total time).

TABLE IV
ERROR RATE INDUCED BY TROJAN 3 FOR DIFFERENT DELAY

FREQUENCIES. THE NUMBERS ON THE LEFT AND RIGHT OF

EACH PAIR INDICATE THE ERRORS IN DATA CACHE HITS

AND BRANCH HITS, RESPECTIVELY. INSTRUCTION

CACHE HITS ARE NOT AFFECTED

the applications. A variation is defined as the difference in
percentage between the maximum and average values in a spe-
cific phase. qsort has only one phase and has a large variation
in data cache and branch hits, 11.55% and 9.79%, respectively.
This means that the data cache boundaries in that phase must
cover at least 11.55% above and below the average value to
have zero false positives, which is the reason why the TPRs
increase at the slowest rate in Fig. 10.

From Fig. 10, the delay frequency of the NOP delay Trojan
is changed to measure the accuracy when the effect of this
Trojan becomes milder. 10% delay frequency means the Trojan
periodically delays the core by an additional 10% of the time
when the Trojan is active. The proposed methodology achieves
at least 84% TPR when the delay frequency is at 15% in
basicmath, dijkstra, and fft, which leads to the total errors
ranging from 1.69% to 9.03% in data cache hits and 1.64%
to 10.90% in branch hits as shown in Table IV. For qsort, the
proposed methodology requires at least 20% delay frequency,
leading to around 9% errors in both types of events, to achieve
more than 80% TPR. This shows that our methodology can
detect even a stealthy Trojan that periodically attacks the core.

One may argue that a hardware Trojan that causes, say,
1% performance impact on the application run can circumvent
this proposed methodology as the Trojan does not significantly
affect the number of microarchitectural events. However, 1%
performance impact is within the expected variance of the
analytical models and is out of the scope of this work.

2) Power Overhead: The Rocket Chip CPU consumes
257 mW while the detector and MAC unit consume 0.0044
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TABLE V
DETECTION DELAY AS REPORTED BY PRIOR WORKS [9], [12], [13]

COMPARED TO THE PROPOSED METHODOLOGY

TABLE VI
BEST TPR AND FPR AS REPORTED BY PRIOR WORKS [9], [12], [13]

COMPARED TO THE PROPOSED METHODOLOGY

and 0.0079 mW, respectively, leading to 0.005% power over-
head. The low power is due to clock gating, as the detector
is mostly idle in between detections. Also, complex compu-
tations during the preparation phases of the analytical models
are done at the software flow, prior to running the application.
This work provides significantly lower power overhead as the
design is built specifically for the methodology and integrated
into the chip while the prior works [9], [12], [13] rely on an
off-chip desktop processor to execute their detection algorithm.

3) Detection Delay: The proposed methodology provides
significantly lower detection delay at 0.2 μs compared to prior
works as shown in Table V. This is due to the fact that the
proposed methodology integrates the secure detector inside
the chip, and the secure detector does not need to execute a
complex machine-learning algorithm like the previous works.
Having a lower detection delay allows a preventive mechanism
to have a faster response to the effects of hardware Trojans.

4) Comparison With the State of the Art: Table VI com-
pares this work with the state-of-the-art run-time hardware
Trojan detection methodologies based on their published
results on Trojans 1 and 2. The methodology from
Elnaggar et al. [12] is unable to detect Trojan 1 as it
does not generate a significant change in the observed CPU
performance counters. Nevertheless, they were able to achieve
99.9% TPR and 0% FPR on Trojan 2. Note that it achieves
99.9% TPR only when the appropriate performance counter
is picked, as the work has a limited performance counter
interface that allows the detection system to collect only two
performance counter data values at a time. The methodology
from Elnaggar et al. [13] achieves 94.0% and 100.0% TPRs
while having 4.0% and 1.0% FPRs in Trojans 1 and 2, respec-
tively. Similarly, the methodology from Elnaggar et al. [13]
suffers from the same performance counter limitation as
Elnaggar et al. [12]. Vijayan et al. [9] achieved 95% and 85%
TPR on the Trojans 1 and 2, respectively, while maintaining

a 0% FPR. Our proposed methodology achieves a high true
positive detection rate with no false positives while having
negligible power overhead, unlike these prior works which
require an additional secure off-chip co-processor to run their
detection algorithms.

VII. CONCLUSION

This work proposes a hardware Trojan detection method-
ology based on analytical modeling that can predict several
microarchitectural events using only high-level processor con-
figuration information without a golden reference. The pre-
dicted values are then compared to the actual values from
performance counters to detect hardware Trojans. The method-
ology achieves a high true positive detection rate compared
to prior works, with no false positives and negligible power
overhead of 0.005%.
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