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#### Abstract

We propose a new three-level XOR-AND-xOR form for autosymmetric functions, called XORAX expression. In general, a Boolean function $f$ over $\boldsymbol{n}$ variables is $\boldsymbol{k}$-autosymmetric if it can be projected onto a smaller function $f_{k}$, which depends on $n-k$ variables only. We show that XORAX expressions can ease the reversible synthesis of autosymmetric functions, producing compact reversible networks, without inserting additional new input lines. Autosymmetry occurs especially for functions that exhibit a regular structure, as for instance arithmetic functions. For this reason, compact reversible networks for autosymmetric functions might be interesting for quantum computing. Experimental results validate the proposed approach.


Index Terms-Autosymmetric function, quantum circuits, reversible logic.

## I. Introduction

AUTOSYMMETRIC Boolean functions are functions that exhibit a structural regularity based on the notion of affine spaces and are easily expressed using XORs. They were introduced in [20] and further studied in [4], [8], [9], and [18], where it was shown how this regularity can be exploited to derive, in shorter synthesis time, compact logic representations for the CMOS technology. More recently, the autosymmetry property has been applied in logic synthesis for emerging technologies, i.e., switching nano-crossbars [7], and to better estimate the multiplicative complexity of functions for security protocols [5], [41].

The aim of this article is to establish whether the concept of autosymmetry can ease the synthesis of Boolean functions also in the context of reversible and quantum circuits. Indeed, since autosymmetry often occurs for functions presenting a regular structure, as for instance arithmetic functions, compact reversible networks for autosymmetric functions might be interesting to ease the quantum circuit synthesis of subroutines given as classical functions, an issue occurring in many
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contexts (e.g., the Shor's algorithm for factoring and discrete logarithm and the Grover's search algorithm).

For this reason, we first propose a new three-level XOR-AND-XOR form, called XORAX, for autosymmetric functions, and then, we analyze theoretically and experimentally the applications of this new logic form for the synthesis of reversible and quantum circuits. Note that an XORAX form can be described as a generalization of exclusive-or sum-ofproducts (ESOPs) expressions, that is an XOR of ANDs of literals. Indeed, an XORAX is an XOR of ANDs of XORs of literals.

Intuitively, a Boolean function $f$ over $n$ variables is $k$-autosymmetric if it can be projected onto a smaller function $f_{k}$ that depends on $n-k$ variables and contains a reduced number of minterms. The regularity of a Boolean function $f$ is then measured computing its autosymmetry degree $k$, with $0 \leq k \leq n$, where $k=0$ means no regularity. In this article, we prove that the reduction from $f$ to $f_{k}$ can be efficiently implemented onto reversible and quantum circuits using only a limited number of controlled NOT (CNOT) gates and without adding additional input lines/qubits to the networks. Moreover, since $f_{k}$ is smaller than the original function $f$, both in terms of input variables and number of on-set minterms, its reversible synthesis should be easier and should lead to more compact quantum circuits.

Observe that in an exact synthesis scenario the autosymmetry preprocessing would not be necessary. However, in more realistic scenarios, where heuristic procedures are applied, the autosimmetry property can actually ease the synthesis process by simplifying the input instances. Indeed, the experimental results of this article show that the heuristic procedures are not in general sensitive to autosymmetry, and therefore, a preprocessing exploiting this regularity, often guarantees better synthesis results.

Autosymmetric functions are just a subset of all Boolean functions. Nevertheless, a considerable amount of standard functions of practical interest falls in this class. For instance, about $24 \%$ of the functions in the classical ESPRESSO benchmark suite [44] has at least one non degenerate autosymmetric output [8], [9], [10]. Notice that on the other hand, the total number of classical symmetric functions, i.e., the Boolean functions invariant under any permutation of their variables is much lower [8].

We have experimentally evaluated the approach proposed for the reversible synthesis of autosymmetric functions starting from their XORAX expressions, with interesting results.

The main goal of our experiments is first to verify whether ESOP standard minimization is sensitive to the autosymmetry regularity and it is able to exploit it. The experimental results clarify that this regularity is not detected, therefore, a second set of experiments aims at analyzing the gain of using a preprocessing phase, detecting autosymmetry, and representing functions in XORAX form, before standard reversible synthesis.

To better evaluate the quality of the circuits obtained, we study their cost in terms of elementary quantum gates, after the technology mapping using the Clifford $+T$ library [1], [19], [27]. We consider two different methods for quantum compilation: one based on standard ESOP minimization, and a more recent one presented in [23] that finds a quantum circuit starting from XOR-AND graph (XAG) representations of logic functions. In both cases, our experiments show that the autosymmetry-based strategy guarantees gains in area (measured in terms of the number of elementary quantum gates) of about $40 \%-45 \%$ and requires $41 \%-43 \%$ fewer ancillary qubits, on average, for the subset of nondegenerate autosymmetric functions.

We finally observe that any other quantum compilation method could be applied, with the only requirement of adding (before and after the quantum circuit for $f_{k}$ ) a small number of elementary quantum gates (CNOTs) needed to implement the projection of the original function $f$ onto $f_{k}$.

This article is organized as follows. Motivations and previous work on quantum logic synthesis are reviewed in Section II. Preliminaries on autosymmetric functions, ESOP forms, quantum computing, and reversible circuits are given in Section III. Sections IV introduces the new three-level XORAX form, and Section V discusses the strategy for constructing compact reversible circuits starting from XORAX forms. Section VI reports the experimental results. Finally, Section VII concludes the work.

## II. Motivations and Related Work

In this section, we briefly discuss the motivations of our work and review some representative recent work on logic synthesis for quantum computing.

In the last few years, we have witnessed a growing interest in quantum computing motivated by the technological enhancement in quantum architectures. The new architectures will be able to both solve new problems and increase the performance of algorithms in many different application domains by exploiting the inherent parallelism provided by quantum computers. At the same time, there still are several issues that should be addressed, for instance, regarding the quantum circuit implementations of subroutines given as classical functions. In this regard, we recall that many quantum algorithms, including Shor's and Grover's algorithms, usually require to compute some classical logic functions, the socalled oracles [27]. According to the postulates of quantum Mechanics, the evolution of quantum systems is described by unitary operators, which are reversible. Thus, this implies that logic functions and oracles must be first realized in terms of reversible logic networks, whose gates are then translated into unitary quantum gates.

Moreover, today's quantum computers only support a very limited set of quantum operations natively. Thus, non-native operations have to be decomposed into sequences of simpler native operations of the targeted quantum hardware. This decomposition should be performed with the goal of minimizing the overall gate count of the quantum circuits to be executed.

This is precisely the reference context of our current work. We intend to establish whether the concept of regularity (in particular, autosymmetry) can ease the synthesis of Boolean functions in the context of reversible and quantum circuit synthesis, and can lead to circuits with a reduced number of elementary quantum gates, thus mitigating the impact of combinational logic on the cost of quantum algorithms.

Standard approaches to synthesize quantum oracles generally consist of two steps. The logic function is first embedded into a classical reversible circuit containing only reversible gates, as for instance multiple-controlled (MC) Toffoli gates derived from an ESOP expression [12], [14] (these notions are reviewed in Section III-D). The second step consists of mapping each reversible gate into a sequence of elementary quantum gates. Indeed, since quantum oracles are typically formulated in an abstract way that does not take into account the restrictions imposed by the physical hardware, one or more compilation steps are always required in order to execute them on a given target hardware.

Recently, many new methods for reversible circuit synthesis and quantum compilation have been proposed in the literature. In [39], a hierarchical reversible synthesis approach based on $k$-feasible Boolean logic networks is proposed. These are logic networks in which every gate has at most $k$ inputs, often referred to as $k$-LUT (lookup table) networks. This approach to reversible circuit synthesis outperforms other existing state-of-the-art hierarchical methods [37], [38], [42].

In [24], an efficient method to map reversible single-target gates into a universal set of quantum gates (the Clifford $+T$ library [1], [19], [27]) is discussed. The proposed mapping method aims at reducing the cost of the resulting quantum network. This article also proposes a post-synthesis optimization method to further reduce the cost of the final quantum network.

Finally, Meuli et al. [23] presented a constructive compilation algorithm that finds a quantum circuit starting from XAG representations of Boolean functions, i.e., Boolean networks consisting only of two input AND gates, two input XOR gates, and that can have constant one inputs. A very interesting result of this work is that the number of elementary quantum $T$ gates in the final quantum circuit for a given function $f$ depends on the number of AND gates used to represent the function $f$ in XAG form. Thus, this result suggests a new upper bound on the number of $T$ gates proportional to the multiplicative complexity of the function $f$, i.e., to the minimum number of AND gates required to realize $f$ in XAG form [11]. Since, as proved in [5], the autosymmetry property can be exploited to better estimate the multiplicative complexity of functions, this approach to quantum compilation should be particularly convenient for the class of autosymmetric functions.

Other approaches have been proposed and discussed in the recent literature. In contrast to standard approaches, Zulehner
and Wille [45] proposed a new strategy for designing reversible circuits based on the idea of combining the embedding step, in which additional variables are added to the circuit, and the synthesis steps that produce the reversible circuit, into a single one, thus avoiding the growth in complexity of the function representation.

In [2], a post-synthesis optimization technique based on templates is proposed. The authors introduce several templates to merge two or more consecutive multiple-Toffoli gates and then replace the high-cost subroutines with equivalent low-cost solutions. Along with the templates, they also provide an algorithm for template-matching and thus for optimizing reversible circuits.

Finally, we refer the reader to [31] for more details on reversible circuits, and to [43] for an overview of efficient quantum compilation methods.

## III. Preliminaries

## A. Autosymmetric Functions

Autosymmetric Boolean functions [9], [10], [20] exhibit a special type of regularity based on the notion of affine spaces and are easily expressed using XORs. A function $f$ over $n$ variables is autosymmetric if it can be projected onto a function depending on a smaller number of variables and containing a reduced number of minterms. More precisely, the autosymmetry of a Boolean function $f$ is measured computing an autosymmetry degree $k$, with $0 \leq k \leq n: k=0$ means no regularity, while for $k \geq 1, f$ is said autosymmetric, and a new function $f_{k}$ depending on $n-k$ variables only and called the restriction of $f$, is identified in time polynomial in the dimension of some standard representations of the original function $f$, for instance, the dimension of a reduced ordered binary decision diagram (ROBDD) for $f$ [9]. In particular, Bernasconi and Ciriani [4] and Bernasconi et al. [9] described implicit procedures for the test, working on BDD representations of incompletely and completely specified Boolean functions, respectively.

An autosymmetric function $f$ can be expressed in terms of its restriction $f_{k}$ as follows:

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=f_{k}\left(y_{1}, y_{2}, \ldots, y_{n-k}\right)
$$

where the $n-k$ variables $y_{1}, y_{2}, \ldots, y_{n-k}$ are given by XOR combinations of subsets of the original input variables $x_{i}$ 's. These combinations are denoted $\operatorname{XOR}\left(X_{i}\right)$, where $X_{i} \subseteq\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, and the equations

$$
y_{i}=\operatorname{XOR}\left(X_{i}\right) \quad i=1, \ldots, n-k
$$

are called reduction equations. Thus, the autosymmetry test consists of finding the value of $k$, the restriction $f_{k}$, and every single XOR with its input variables (i.e., reduction equations).

The autosymmetry of a function can be exploited for any logic minimization problem, according to the overall structure shown in Fig. 1. In fact, the reduction from $f$ to $f_{k}$ can be obtained with an additional logic level of XOR gates, whose inputs are the original variables $x_{1}, \ldots, x_{n}$ and the outputs are the new variables $y_{1}, \ldots, y_{n-k}$, that become the inputs to a circuit for $f_{k}$. For example, in [5] and [6], autosymmetry has


Fig. 1. General network for an autosymmetric function $f$, defined using a network for the restriction $f_{k}$, and an XOR layer implementing the reduction equations [9]. The restriction $f_{k}$ can be synthesized in any framework of logic minimization, e.g., in SOP form, ESOP form, as an And-Inverter graph, as an XAG, etc. In particular, if $f_{k}$ is represented in ESOP form, the overall circuit corresponds to an XORAX expression.
been exploited to ease the XAG synthesis and better evaluate the multiplicative complexity. In this work, we exploit this regularity in order to derive compact reversible and quantum circuits.

As shown in [9] and [10], any $k$-autosymmetric function $f$ is associated to a $k$-dimensional vector space $L_{f}$, defined as the set of all minterms $\alpha$ s.t.

$$
f(x)=f(x \oplus \alpha)
$$

for all $x \in\{0,1\}^{n}$. The $k$ variables that are truly independent onto $L_{f}$ are called canonical variables, while the other variables are called noncanonical. Informally, the canonical variables are the ones that assume all the possible combinations of $\{0,1\}$ values in the vectors of the vector space $L_{f}$, meanwhile, the noncanonical variables are the variables that on $L_{f}$, have a constant value or are a linear combination of the canonical ones. Moreover, the restriction $f_{k}$ corresponds to the projection of $f$ onto the subspace $\{0,1\}^{n-k}$ where all the canonical variables assume value 0 , while the reduction equations correspond to the linear combinations that define each noncanonical variable in terms of the canonical ones.

The restriction $f_{k}$ is "equivalent" to, but smaller than $f$, and has $|S(f)| / 2^{k}$ minterms only, where $S(f)$ denotes the support of $f$, and thus, $|S(f)|$ is the number of minterms of $f$. As we will discuss in this article, the reversible synthesis of $f$ can be reduced to the synthesis of its restriction $f_{k}$, which can be identified in polynomial time, as already mentioned.
Example 1: Consider the function $f$, depending on $n=6$ variables, depicted in Fig. 2(a). It is possible to verify that $f$ is autosymmetric, with vector space $L_{f}=\{000000,001100$, $110000,111100\}$. Since the dimension of $L_{f}$ is $k=2, f$ is 2autosymmetric. The canonical variables are $x_{1}$ and $x_{3}$. Indeed, $x_{1}$ and $x_{3}$ assume all possible combinations of 0 and 1 values onto $L_{f}$, meanwhile $x_{2}$ and $x_{4}$ are always equal to $x_{1}$ and $x_{3}$, respectively, and $x_{5}$ and $x_{6}$ are constant and equal to 0 . The reduction equations are $y_{1}=x_{1} \oplus x_{2}, y_{2}=x_{3} \oplus x_{4}, y_{3}=x_{5}$, and $y_{4}=x_{6}$ (for details on the computation see [9]). Thus, the restriction $f_{2}$ depends on four variables only and corresponds


Fig. 2. (a) 2-autosymmetric Boolean function $f$ in a Karnaugh map of six variables and (b) its restriction $f_{2}$ that depends on the new input variables $y_{1}=x_{1} \oplus x_{2}, y_{2}=x_{3} \oplus x_{4}, y_{3}=x_{5}$, and $y_{4}=x_{6}$.
to the projection of the function $f$ onto the space where $x_{1}=$ 0 and $x_{3}=0$, as it can be noted from Fig. 2(a) and (b). Finally, we can reconstruct $f$ from $f_{2}$ in the following way: $f\left(x_{1}, \ldots, x_{6}\right)=f_{2}\left(x_{1} \oplus x_{2}, x_{3} \oplus x_{4}, x_{5}, x_{6}\right)$.

Autosymmetric functions are a subset of the total number of Boolean functions. Nevertheless, as already mentioned, a considerable amount of functions of practical interest falls in the class of autosymmetric functions, i.e., about $24 \%$ of the functions in the classical ESPRESSO benchmark suite [44] has at least one truly (i.e., non degenerate) autosymmetric output [9], [10]. Moreover, autosymmetry occurs especially for functions that exhibit a regular structure, as for instance arithmetic functions. For this reason, compact reversible networks for autosymmetric functions might be interesting for quantum computing.

## B. ESOP Forms

An ESOPs form is a two-level Boolean expression consisting of one level of AND gates followed by one XOR gate on the second level (i.e., is an XOR of ANDs of literals). The problem of synthesizing an ESOP form for a given Boolean function $f$ thus consists of identifying a set of product terms over the Boolean input variables of $f$ such that each minterm in the off-set of $f$ is covered by the product terms an even number of times, or never, while each minterm in the on-set is covered an odd number of times. Such a representation is not unique. A Boolean function can be expressed by different, but semantically equivalent, ESOP forms.

Example 2: Consider the function $f$ depicted in Fig. 2(a). $f$ can be represented in ESOP form with five products and ten literals as follows:

$$
\begin{equation*}
\operatorname{ESOP}(f)=x_{1} x_{3} \oplus x_{1} x_{4} \oplus x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{5} x_{6} \tag{1}
\end{equation*}
$$

Observe that the on-set minterm 000011 is covered only once by the product $x_{5} x_{6}$, the on-set minterm 111111 is covered by all the five products in the ESOP, the off-set minterm 111100 is covered four times, and so on. An alternative and functionally equivalent ESOP representation for $f$ is given by the following expression:

$$
\operatorname{ESOP}(f)=x_{1} \bar{x}_{2} x_{3} \oplus x_{1} x_{4} \oplus \bar{x}_{1} x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{5} x_{6}
$$

ESOP forms play an important role in logic synthesis, design for tests, and other areas of the computer technology. Indeed, they require fewer products than standard SOP forms to realize randomly generated functions [34], [35]. They are more compact than other two-level representations, especially for arithmetic or communication circuits [33]. They have excellent testability properties [15], [17]. Finally, thanks to the reversibility of the XOR operation, ESOP forms represent the backbone of synthesis schemes for reversible logic circuits [12], [14], [16] and are therefore important for quantum computing.

For all these reasons, in the last decades, several algorithms have been proposed for exact and heuristic minimization of ESOP forms [26], [28], [29], [30], [32], [36], with the aim of reducing the overall costs of their hardware realizations and software implementations. Heuristic methods focus on finding small (but not necessarily minimum) ESOP forms; they are fast, but only examine a subset of the possible search space. Heuristic methods, e.g., the Exorcism approach [26], usually operate in two phases. In the first phase, an ESOP form with a suboptimal number of product terms is derived, e.g., by translating each minterm of the function into one product term. In the second phase, the ESOP form is iteratively optimized and reshaped using cube transformations with the overall goal of merging as many product terms as possible. The second phase terminates when, after several iterations, no further size reduction is achieved. For this reason, heuristic methods produce


Fig. 3. Simple quantum circuit.
small ESOP forms in reasonable time, but suffer from local minima that cannot be easily escaped. On the other hand, exact methods try to find an ESOP form with a minimum number of product terms, but they hardly can deal with more than eight Boolean variables and a few product terms. Recently, an exact synthesis method based on Boolean satisfiability (SAT) has been proposed in [30]. This novel approach is hardly affected by the number of Boolean variables and turns out to be particularly fast if the Boolean function can be expressed by using only a reduced number of product terms.

## C. Qubits and Quantum Operations

The unit of information of classical computation is the bit which can be either in state 0 or 1 . Instead, the unit of information of quantum computation is the qubit and its state is a superposition of two basis states, $|0\rangle=\left[\begin{array}{l}1 \\ 0\end{array}\right]$ and $|1\rangle=\left[\begin{array}{l}0 \\ 1\end{array}\right]$ corresponding to the states 0 and 1 for a classical bit. The state $|\psi\rangle$ of a qubit is described mathematically by a linear combination of the two basis states

$$
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle=\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right], \quad \alpha, \beta \in \mathbb{C}, \quad|\alpha|^{2}+|\beta|^{2}=1
$$

The evolution of a $n$-qubit quantum system is described by the multiplication of the state-vector, a vector of $2^{n}$ complex parameters, by $2^{n} \times 2^{n}$ unitary matrices. Each quantum computation is then described as the composition of elementary quantum operations, or quantum gates, that act on one or two qubits and implement the abstract unitary matrices. This article uses the so-called Clifford $+T$ library, a universal and faulttolerant library. The generator gates in the Clifford+T group are

$$
H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right], S=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right], T=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \pi / 4}
\end{array}\right]
$$

and

$$
\text { CNOT }=\left[\begin{array}{cc}
I & 0 \\
0 & X
\end{array}\right], \quad \text { where } X=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

This group includes also the Pauli matrices, which can be obtained by multiplying $H$ and $S$ gates, for example, for the NOT gate denoted by $X$, we have $X=H S^{2} H$.

Quantum circuits are diagrams used to visualize the flux of computation. Each qubit is associated with a horizontal line (or a wire) and each operation (gate) with a box. Controlled gates are important gates acting on more than a qubit. Among them, the CNOT gate is the simplest and most important example. The NOT operation on the target (second) qubit is performed only when the control (first) qubit is $|1\rangle$; otherwise, it is left unchanged. Fig. 3 is depicted a simple circuit composed of a Hadamard gate ( H gate) on the qubit $\left|x_{1}\right\rangle$ followed by a CNOT.


Fig. 4. MCMP Toffoli gate with four control lines, with polarities $0,1,0$, and 1 , respectively, where polarity 0 is represented by an empty bullet.

## D. Reversible Circuits

Reversible circuits are circuits with the same number of input and output signals that implement bijections, i.e., each input assignment maps to a unique output assignment. As a consequence, reversible computations can not only be performed from the inputs to the outputs but also in the other direction [13]. A reversible circuit computes a reversible Boolean function, i.e., a bijective function that uniquely maps each input assignment to a unique output assignment and vice versa. Recall that an irreversible function can always be converted into a reversible one by adding extra outputs such that the input-output mapping is unique.

Reversible logic networks are usually composed as cascades of Toffoli gates [22], [25]. Let $\mathcal{X}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be the set of input variables in the reversible circuit. An MC mixedpolarity (MCMP) Toffoli gate $T(C, t)$ has a (possibly empty) set $C \subset \mathcal{X}$ of control lines, which are literals over $\mathcal{X}$, and one target line $t$ which is a variable in $\mathcal{X} \backslash C$.

The MCMP Toffoli gate inverts the value of the variable assigned to the target line, if and only if the polarity of all inputs to the control lines match their polarity, or if $C=\emptyset$. All remaining values are passed through unaltered. More precisely, given $C=\left\{x_{c_{1}}, x_{c_{2}}, \ldots, x_{c_{k}}\right\} \subset \mathcal{X}$, the gate maps the target line $t$ to

$$
t \oplus\left(x_{c_{1}}^{p_{1}} x_{c_{2}}^{p_{2}} \cdots x_{c_{k}}^{p_{k}}\right)
$$

where $p_{1}, p_{2}, \ldots, p_{k}$ denote the polarities, 0 or 1 , of the control variables (i.e., $x_{c_{i}}^{p_{i}}$ corresponds to $x_{c_{i}}$ if $p_{i}=1$, and to $\bar{x}_{c_{i}}$ otherwise). Fig. 4 illustrates one MCMP Toffoli gate with four control qubits.

An MCMP Toffoli gate is called an MC Toffoli gate if all the control variables are positive literals, i.e., their polarities are all equal to 1 .

Note that an MC Toffoli gate corresponds to the NOT (X) quantum gate if $C=\emptyset$, to the CNOT quantum gate if $C$ contains only one variable, and to the standard Toffoli gate (used for computing the logic AND between two variables) if $C$ contains two variables [27].

We can observe that there is a natural correspondence between product terms in an ESOP expression and MCMP Toffoli gates, and this is the reason why ESOP-based logic synthesis is widely used in reversible logic synthesis [12], [14], [16]. Indeed, given an ESOP expression, one can extract a sequence of MCMP Toffoli gates whose control lines correspond to the literals in the product terms of the ESOP form. Observe that, when considering multiple-output functions, the resulting reversible circuit will contain $n+m$ lines, where $n$ is


Fig. 5. Reversible circuit for the function $f$, derived from the ESOP representation (1).
the number of input variables and $m$ is the number of outputs of the function.

Example 3: Consider again the function $f$ in our running example. From its ESOP representation (1), we can build the reversible circuit depicted in Fig. 5. The circuit contains five standard Toffoli gates computing the AND of their two control variables.

Reversible logic synthesis, i.e., the ability to generate a reversible circuit for a given target function, has many applications, especially in the area of quantum computing. Indeed, as discussed in Section II, quantum algorithms consist of quantum and classical operations, and classical operations are first realized in terms of reversible logic networks. Such networks must then be mapped into quantum circuits using an additional synthesis step, whose goal is to transform reversible circuits of MCMP Toffoli gates into functionally equivalent quantum circuit implementations: input lines are translated into qubits and reversible gates, as MCMP Toffoli gates are implemented into quantum circuits referring to a chosen quantum gate library [22], [25]. This process often requires additional support qubits, that are called ancillary qubits. In this work, as already mentioned, we will refer to the Clifford+T library for this mapping step.

## IV. XORAX SYnthesis

For any given function $f:\{0,1\}^{n} \rightarrow\{0,1\}$, the algorithms for computing the autosymmetry degree $k$, the restriction $f_{k}$ and the reduction equations are polynomial in the dimension of an ROBDD for $f$ [9]. Obviously, note that the dimension of the ROBDD of $f$ might be exponential in the number $n$ of input variables.

Thus, in the synthesis process for $f\left(x_{1}, \ldots, x_{n}\right)$, we could first obtain and implement the reduction from $f$ to $f_{k}$, through the construction of the new variables $y_{1}, \ldots, y_{n-k}$ from the original ones $x_{1}, \ldots, x_{n}$ by an additional level of XOR gates, and then synthesize the restriction $f_{k}\left(y_{1}, \ldots, y_{n-k}\right)$ in any twolevel logic framework. This gives rise to a three-level form for autosymmetric functions.

In general, we expect that the time required by the minimization of $f_{k}$ will be obviously less than the time required for the minimization of $f$, since $f_{k}$ is defined on a
smaller space: it depends only on $n-k$ variables and has $|S(f)| / 2^{k}$ minterms only, where $|S(f)|$ is the number of on-set minterms of $f$. A similar approach has been studied and proven to be particularly convenient within standard sum of products (SOP) minimization. A three-level OR-AND-XOR form (shortly, ORAX form) has been defined and experimentally evaluated in [10].

Unfortunately, the OR operator is not suited for reversible logic synthesis. For this reason, here, we focus on ESOP synthesis and introduce a new three-level XOR-AND-XOR form for autosymmetric functions, which we call XORAX expression. In particular, since several methods in quantum synthesis start from ESOP (XOR-AND) forms instead of SOP (ORAND) expressions, we consider here XORAX forms, that are a natural extension of ESOP forms, instead of ORAX (OR-AND-XOR) expressions.

As already mentioned, this expression can be derived by first running the autosymmetry test to detect the reduction equations and the restriction $f_{k}$, and then, by synthesizing in ESOP form the restriction $f_{k}$ only.

The reduction from $f$ to $f_{k}$ is obtained through an initial logic level composed of XOR gates that implement the reduction equations. The inputs are the original variables $x_{1}, \ldots, x_{n}$ and the outputs are the new variables $y_{1}, \ldots, y_{n-k}$, that become the inputs to a minimal ESOP form for $f_{k}$, according to the network decomposition depicted in Fig. 1. Notice that if the function $f$ is not autosymmetric, XORAX and ESOP expressions coincide.

Example 4: Consider again the function $f$ and its restriction $f_{2}$ depicted in Fig. 2. Recall from Example 1 that the reduction equations are $y_{1}=x_{1} \oplus x_{2}, y_{2}=x_{3} \oplus x_{4}, y_{3}=x_{5}$, and $y_{4}=x_{6}$. A minimal ESOP for $f_{2}$ is given by $\operatorname{ESOP}\left(f_{2}\right)=y_{1} y_{2} \oplus y_{3} y_{4}$, and the XORAX of $f$ is then obtained by adding a level of XORS

$$
\begin{equation*}
\operatorname{XORAX}(f)=\left(x_{1} \oplus x_{2}\right)\left(x_{3} \oplus x_{4}\right) \oplus x_{5} x_{6} \tag{2}
\end{equation*}
$$

Note how this expression is more compact than the ESOP representation (1) for $f$ : it contains only six literals and two products, while $\operatorname{ESOP}(f)$ contains five products and ten literals.

As shown also by this simple example, in general, a minimal XORAX form has a smaller size than a standard minimal ESOP form for the same function, thanks to the extra level of XOR gates. Moreover, the gain in size can also become exponential, as proved in the following proposition.

Proposition 1: An XORAX form for a function $f$ can be exponentially smaller than a minimal ESOP expression for $f$.

Proof: To prove the proposition, we show an example of a function whose XORAX contains only one product of XOR combinations, while a minimal ESOP contains an exponential number of products. Consider the autosymmetric function $f$, that depends on $n=2-\mathrm{m}$ binary variables and whose XORAX form is

$$
\operatorname{XORAX}(f)=\left(x_{1} \oplus x_{2}\right)\left(x_{3} \oplus x_{4}\right) \cdots\left(x_{n-1} \oplus x_{n}\right)
$$

This form contains $n$ literals and just one product of $m=n / 2$ XOR combinations of two variables each. This is a consequence of the fact that $f$ is $m$-autosymmetric, with reduction


Fig. 6. Reversible circuits, (a) with and (b) without new input lines, for the function $f$ of the running example, derived from its XORAX representation (2). The last two CNOTs of the circuit (b) are used for restoring the two noncanonical variables $x_{2}$ and $x_{4}$ to their initial values.
equations $y_{i}=x_{2 i-1} \oplus x_{2 i}, 1 \leq i \leq m$, and with restriction $f_{m}=y_{1} y_{2} \ldots, y_{n}$.

A minimal ESOP for $f$ instead contains $2^{m}=2^{n / 2}$ products, each containing $m$ variables. This can be proved by induction on $n$, exploiting the fact that, when we add a new factor $\left(x_{n+1} \oplus x_{n+2}\right)$, the resulting function $f^{\prime}=f \cdot\left(x_{n+1} \oplus x_{n+2}\right)$ is such that the cofactors obtained assigning a value to $x_{n+1}$ and $x_{n+2}$, satisfy $f_{00}^{\prime}=f_{11}^{\prime}=0$ and $f_{01}^{\prime}=f_{10}^{\prime}=f$. This, in turn, implies that any ESOP for $f^{\prime}$ must contain an ESOP for $f$ multiplied by $x_{n+1}$, and one multiplied by $x_{n+2}$. Thus, the number of products doubles each time leading to an exponential growth.

## V. Construction of Reversible Circuits From XORAX FORMS

As reviewed in Sections III-B and III-D, ESOP-based logic synthesis is widely used in reversible logic synthesis because of the natural correspondence between product terms in an ESOP expression and MCMP Toffoli gates.

In particular, given an ESOP expression, one can easily extract a sequence of MCMP Toffoli gates whose control lines correspond to the literals in the product terms of the ESOP form, and whose target lines correspond to the output of the function. Notice that all MCMP Toffoli gates act on the same target line, thus realizing the exclusive OR sum of all product terms.

In this section, we propose a method for deriving compact reversible circuits computing $k$-autosymmetric functions, starting from their representation in XORAX form. The idea of the approach is to concatenate two circuits: 1) a circuit implementing the transformation from the old input variables $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ to the new $n-k$ variables and 2 ) a circuit implementing the restriction $f_{k}$.

Observe that this approach will require $n-k$ new lines (and therefore $n-k$ new qubits in the quantum implementation of
the reversible circuit for $f$ ), corresponding to the new variables $y_{1}, \ldots, y_{n-k}$.

Each reduction equation $y_{i}=\operatorname{XOR}\left(X_{i}\right)$, where $X_{i} \subseteq X$ and $i=1, \ldots, n-k$, is then implemented through CNOT gates, one for any variable in $X_{i}$. The control line of each CNOT corresponds to a different variable in $X_{i}$, eventually complemented using a NOT gate, while the target line corresponds to the new variable $y_{i}$. Then, the new variables $y_{1}, \ldots, y_{n-k}$ are used as control variables in the cascade of MCMP Toffoli gates implementing a reversible circuit for the restriction $f_{k}$, as shown in Fig. 6(a).

The number of lines, and therefore of qubits, grows up to a factor 2 with respect to a standard reversible circuit build from an ESOP of $f$, but the reduced number of products and literals in the ESOP for $f_{k}$ should compensate the cost of the additional input lines, trading-off the number of qubits for the number of quantum gates.

However, due to the current technological limitations of quantum circuits (current machines contain just a few dozen qubits), it is very important to keep the number of input qubits as low as possible. Fortunately, the structural properties of autosymmetric functions can be better exploited, so that no additional input qubits must be added to the network for the new variables, as proved in the following proposition.

Proposition 2: Let $f:\{0,1\}^{n} \rightarrow\{0,1\}$ be a $k$ autosymmetric function, with vector space $L_{f}$ and restriction $f_{k}$. Then, a reversible circuit for $f$ can be derived from a reversible circuit for the restriction $f_{k}$ without adding new input lines, nor new MCMP Toffoli gates.

Proof: Recall from Section III-A that any $k$-autosymmetric function $f$ is associated to a $k$-dimensional vector space $L_{f}$. Onto this space, only the $k$ canonical variables are truly independent, i.e., can assume all the possible combinations of $\{0,1\}$ values. The remaining noncanonical variables have a constant value or are defined by linear combinations of the canonical ones.

These linear combinations can be used to derive the reduction equations, that precisely define each noncanonical variable in terms of the canonical ones. As proved in [9], each noncanonical variable appears in one and only one reduction equation, alone or in XOR combination with a subset of canonical variables. Thus, instead of adding new inputs, we can implement each equations $y_{i}=\operatorname{XOR}\left(X_{i}\right)$, simply modifying the only noncanonical variable in $X_{i}$.

In particular, the noncanonical variable is used as target variable, while the remaining canonical variables in $X_{i}$, if any, are used as control variables in the CNOTs used to implement the linear combination defining the noncanonical one. The procedure is correct since the noncanonical variable that has been modified does not occur in any other reduction equation. Finally, we can use the $n-k$ modified noncanonical variables as input variables for the reversible circuit implementing $f_{k}$.

Once $f$ has been computed on the output line, we can restore the noncanonical variables to their initial values applying the so-called uncomputing procedure [3], [27]. Basically, we uncompute the linear combinations stored in the noncanonical variables by reapplying the CNOT gates used to implement the corresponding reduction equations in reverse order. This disentangles the variables, reverting them to their initial values.

Example 5: Let us consider the function $f$ in our running example, and its XORAX representation (2). The reduction equations $y_{1}=x_{1} \oplus x_{2}, y_{2}=x_{3} \oplus x_{4}, y_{3}=x_{5}$, and $y_{4}=x_{6}$ can be translated into the first two CNOT gates in Fig. 6(b) (blue box). The ESOP representation of the restriction $f_{2}$, $\operatorname{ESOP}\left(f_{2}\right)=y_{1} y_{2} \oplus y_{3} y_{4}$, is represented by the two CNOTs in the red box. Finally, the last two CNOT gates (green box) are used for the uncomputing procedure on the noncanonical variables.

We finally observe that the methodology that we have proposed to derive a reversible circuit for an autosymmetric function is very flexible. Here, we have considered the standard technique based on ESOP minimization, however, we could apply any other reversible synthesis technique to the restriction $f_{k}$, with the only requirement of adding (before and after the reversible circuit for $f_{k}$ ) the CNOT gates needed to implement and then to uncompute the reduction equations.

## VI. Experimental Results

In this section, we report our experimental results. First of all, we consider the practical gain, in terms of area, of XORAX forms with respect to ESOP expressions. (Recall that, by theoretical results, the area gain can be exponential.) Second, we evaluate the proposed decomposition in the context of reversible and quantum circuit synthesis, considering two different quantum compilation strategies.

Note that as several methods in quantum synthesis start from ESOP (XOR-AND) forms instead of SOP (OR-AND) expressions, we consider XORAX (XOR-AND-XOR) forms instead of ORAX (OR-AND-XOR) expressions.

Our method has been tested on autosymmetric functions taken from the LGSynth'89 benchmark suite [44] and the

TABLE I
Cost of $k$-Controlled Toffoli Gates in Number of T, H, and CNOT Gates

| k | T | H | CNOT | ancillary qubits |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 7 | 2 | 6 | 0 |
| 3 | 16 | 6 | 14 | 1 |
| $\geq 4$ | $8 \mathrm{k}-8$ | $8 \mathrm{k}-12$ | $4 \mathrm{k}-6$ | $\left\lceil\frac{k-2}{2}\right\rceil$ |

EPFL benchmark suite [40], [41]. Observe that autosymmetry is a property of single outputs, i.e., different outputs of the same benchmark can have different autosymmetry degrees. Therefore, we perform the autosymmetry test on single outputs of the benchmark functions.

We consider only proper autosymmetric functions, i.e., autosymmetric functions whose reduction equations contain at least one XOR operator. Notice that this choice excludes all functions whose autosymmetry is only due to the fact that they are degenerate.

The experiments have been run on a Pentium Intel core i7-6700HQ, 4 -core, $2.60-\mathrm{GHz}$ processor with $16-\mathrm{GB}$ RAM.

The first aim of the experiments is to compare the XORAX expression of an autosymmetric function and the corresponding ESOP form. For this purpose, we perform the autosymmetry test [4] (for noncompletely specified functions) on the benchmark outputs. The functions $f$ and $f_{k}$ are then minimized in ESOP form, using EXORCISM-4 [26]. The average gain, in using XORAX expressions with respect to ESOP ones, is about $40 \%$ of literals in the form. Due to the heuristic nature of the ESOP minimizer, the synthesis times for the function $f$ and the corresponding restriction $f_{k}$ are quite similar and very short (of order of $10^{-2} \mathrm{~s}$ on average). Therefore, in our experiments, the gain in synthesis time is negligible.

This set of experiments verifies that the standard ESOP minimization is not sensitive to autosymmetry. Therefore, we propose a preprocessing phase detecting autosymmetry before standard reversible synthesis, as shown in the following set of experiments.

## A. ESOP- and XORAX-Based Quantum Circuit Synthesis

We now evaluate the impact of using XORAX forms for autosymmetric functions in quantum circuit synthesis. We emphasized in Section III-D the correspondence between ESOP expressions and multicontrolled Toffoli gates. However, controlled Toffoli gates are only an intermediate representation that needs to be mapped into elementary quantum gates. To perform this additional step, we select the universal faulttolerant Clifford $+T$ quantum gate library [1], [19], [27] as low-level gate library.

The cost model for this last synthesis step is nontrivial. In general, heuristics try to minimize the number of MCMP Toffoli gates and the number of control lines inside each gate in the reversible circuit that must be transformed into a quantum one. This in turn corresponds to minimize the number of products in the ESOP expression and the number of literals in each product, respectively, as smaller ESOP expressions naturally lead to fewer and smaller MCMP Toffoli gates.

TABLE II
Comparison Between Quantum Circuits Computed Without and With Autosymmetry Test, Starting From ESOPs

|  |  | without autosymmetry test |  |  |  | with autosymmetry test |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Benchmark_output (autosymmetry degree) | input | T | H | CNOT | ancillary qubits | T | H | CNOT | ancillary qubits | T gain |
| add6_5 (1) | 12 | 1031 | 454 | 916 | 46 | 1031 | 454 | 117 | 54 | 0\% |
| apla_5 (1) | 10 | 128 | 60 | 120 | 6 | 24 | 10 | 23 | 1 | 81\% |
| dk48_9 (1) | 15 | 208 | 100 | 200 | 12 | 16 | 6 | 58 | 1 | 92\% |
| in2_7 (2) | 19 | 976 | 454 | 912 | 48 | 912 | 424 | 1526 | 55 | 7\% |
| in5_3 (5) | 24 | 904 | 424 | 848 | 47 | 880 | 414 | 37 | 51 | 3\% |
| m181_6 (7) | 15 | 247 | 110 | 222 | 11 | 151 | 66 | 3 | 8 | 39\% |
| max1024_2 (1) | 10 | 1124 | 516 | 1041 | 55 | 504 | 226 | 753 | 29 | 55\% |
| max1024_3 (1) | 10 | 1767 | 808 | 1625 | 88 | 808 | 366 | 1311 | 47 | 54\% |
| max1024_5 (1) | 10 | 4383 | 2016 | 4041 | 208 | 1999 | 908 | 38 | 111 | 54\% |
| opa_16 (3) | 17 | 448 | 208 | 418 | 22 | 344 | 158 | 22 | 21 | 23\% |
| pdc_22 (4) | 16 | 384 | 184 | 368 | 20 | 24 | 10 | 30 | 1 | 94\% |
| pdc_26 (2) | 16 | 976 | 468 | 936 | 52 | 64 | 28 | 154 | 3 | 93\% |
| pdc_30 (1) | 16 | 1784 | 852 | 1706 | 95 | 95 | 40 | 320 | 4 | 95\% |
| spla_15 (5) | 16 | 232 | 110 | 220 | 12 | 120 | 56 | 120 | 7 | 48\% |
| spla_39 (3) | 16 | 560 | 268 | 536 | 32 | 208 | 98 | 2314 | 13 | 63\% |
| voting_N_2_M_2.pla_dbb_orig_1 (1) | 8 | 832 | 366 | 734 | 47 | 471 | 204 | 416 | 24 | 43\% |
| voting_N_2_M_3.pla_dbb_orig_1 (1) | 16 | 203272 | 96804 | 193611 | 12077 | 119749 | 56880 | 113780 | 7105 | 41\% |
| Average Benchmark Suite |  | 1210 | 571 | 1143 | 67 | 653 | 305 | 623 | 38 | 46\% |

As reviewed in Section III-C, the Clifford+T library is composed of the Pauli, Hadamard, and CNOT gates and of the additional non-Clifford T gate. Since the T gate is considered the most expensive gate in the library, usually the cost of a Toffoli gate is expressed in the number of T gates needed for its realization and the algorithms for the mapping of $k$-controlled Toffoli gates minimize respect to this measure. In Table I, we report the cost in terms of Hadamard, CNOTs, and T gates of the realization of $k$-controlled Toffoli gates with the algorithm described in [21]. We report also the number of ancillary qubits used. Ancillas indeed impact the efficiency of connections between primary qubits. Both kinds of qubits share the same physical space and they need to be close to each other to ensure high efficiency.

Table II reports a significant subset of benchmarks as representative indicators of our experiments. The first column reports the name, the number of the considered output of each benchmark, and the autosymmetry degree. The second column reports the number of inputs of the benchmark. The following group of four columns reports the costs, in terms of elementary quantum gates, of the quantum circuits derived from the ESOP representation of the functions, while the last group of four columns reports the costs of the circuits derived from the XORAX representation. The last column reports the gain in the number of T gates. The last row reports the average costs for all the benchmarks considered in our experiments.

The gain obtained synthesizing a quantum circuit starting from XORAX forms instead of ESOP ones is quite interesting. Indeed, the cost gain for $T$ gates is about $46 \%$, the cost gain for H gates is about $47 \%$, the cost gain for CNOTs is about $45 \%$, and the gain in ancillary qubits is about $43 \%$, as shown in Table III.

Some particular benchmarks highly benefit from the proposed strategy. For example, the benchmark dk48_9 can be represented, exploiting the autosymmetry of the function, with a gain of $92 \%$, in T gates. We can notice that benchmarks with a high autosymmetry degree often have a very high gain in T gates. See, for example, pdc_22 that has an autosymmetry degree 4 and has a gain of about $94 \%$.

TABLE III
Gain for T, H, CNOT Gates, and Ancillary Qubits for the Entire Benchmark Suite

| T | H | CNOT | ancillary qubits |
| :---: | :---: | :---: | :---: |
| $46 \%$ | $47 \%$ | $45 \%$ | $43 \%$ |

TABLE IV
Gain for T and CNOT Gates, T-Depth, and Ancillary Qubits for the Entire Considered Benchmark Suite

| T | CNOT | T-depth | ancillary qubits |
| :---: | :---: | :---: | :---: |
| $43 \%$ | $39 \%$ | $23 \%$ | $41 \%$ |

For other benchmarks we do not obtain any significant gain, for example, add6_5 and in5_3. We can notice that there are cases, e.g., in5_3, where even if the autosymmetry degree is high, e.g., 5 , the gain in $T$ nodes is not relevant. In the specific case of the benchmark in5_3, we can notice that the proposed method gives a very high gain in terms of CNOT gates. This is due to the fact that, using our method, the XORs of the circuit have been factorized in the reduction equations.

Finally, we can observe that even if, in general, arithmetic functions are autosymmetric, this does not directly imply that arithmetic functions always benefit from this strategy. In fact, the arithmetic benchmark add6_5 is autosymmetric, but the proposed method does not give any gain in terms of T gates. Also in this case, the main advantage is the gain in CNOT gates.

## B. Comparison With XAG-Based Quantum Compilation [23]

To further confirm the efficacy of the autosymmetry-based synthesis strategy, we run another set of experiments considering the recent quantum compilation method proposed in [23]. Indeed, as already pointed out, autosymmetry can be exploited by different optimization methods, simply adapting the general decomposition scheme shown in Fig. 1 to the chosen framework. In the context of quantum compilation, this task simply requires to add (before and after any quantum circuit for the restriction $f_{k}$ ) some CNOT gates, acting on the noncanonical input variables of $f$, in order to implement, and then to

TABLE V
Comparison Between Quantum Circuits Computed Without and With Autosymmetry Test, Starting From Xags (Computational Times Are of a Few Milliseconds on Average and Are Not Reported)

|  |  | without autosymmetry test |  |  |  | with autosymmetry test |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Benchmark_output (autosymetry degree) | input | T | T_depth | CNOT | ancillary qubits | T | T_depth | CNOT | ancillary qubits | T gain |
| add6_5 (1) | 12 | 32 | 7 | 38 | 21 | 20 | 6 | 58 | 17 | 38\% |
| apla_5 (1) | 10 | 44 | 5 | 0 | 21 | 32 | 5 | 2 | 17 | 27\% |
| dk48_9 (1) | 15 | 52 | 6 | 4 | 28 | 52 | 5 | 2 | 27 | 0\% |
| in2_7 (2) | 19 | 136 | 11 | 102 | 53 | 136 | 14 | 106 | 51 | 0\% |
| in5_3 (5) | 24 | 100 | 13 | 68 | 45 | 108 | 13 | 38 | 46 | -8\% |
| m181_6 (7) | 15 | 32 | 6 | 34 | 18 | 40 | 6 | 2 | 18 | -25\% |
| max1024_2 (1) | 10 | 300 | 22 | 94 | 85 | 120 | 17 | 168 | 40 | 60\% |
| max1024_3 (1) | 10 | 436 | 42 | 290 | 119 | 236 | 27 | 226 | 68 | 46\% |
| max1024_5 (1) | 10 | 1220 | 70 | 512 | 315 | 624 | 36 | 260 | 166 | 49\% |
| opa_16 (3) | 17 | 100 | 13 | 60 | 40 | 96 | 12 | 34 | 38 | 4\% |
| pdc_22 (4) | 16 | 60 | 7 | 34 | 30 | 44 | 5 | 10 | 23 | 27\% |
| pdc_26 (2) | 16 | 96 | 10 | 16 | 40 | 48 | 6 | 18 | 26 | 50\% |
| pdc_30 (1) | 16 | 64 | 11 | 54 | 32 | 64 | 10 | 44 | 31 | 0\% |
| spla_15 (5) | 16 | 48 | 6 | 4 | 24 | 40 | 5 | 30 | 21 | 17\% |
| spla_39 (3) | 16 | 64 | 7 | 44 | 30 | 48 | 5 | 6 | 25 | 25\% |
| voting_N_2_M_2_1 (1) | 8 | 324 | 31 | 248 | 89 | 88 | 14 | 48 | 29 | 73\% |
| voting_N_2_M_3_1 (1) | 16 | 37044 | 478 | 6834 | 9277 | 20832 | 378 | 4168 | 5223 | 44\% |
| Average Benchmark Suite |  | 480 | 13 | 117 | 129 | 275 | 10 | 72 | 76 | 43\% |

uncompute, the reduction equations. Recall that, as proved in Proposition 2, this task does not require any additional ancillary qubit.

These last experiments were run on two AMD EPYC 7282 processors with 16 cores each, at 2.8 GHz , with 504 GB of RAM in total.

The quantum compilation heuristic discussed in [23] starts from an XAG representation of a Boolean function $f$ (a network consisting only of two input AND and XOR gates, and that can have constant one inputs), and targets quantum circuits over the Clifford+T gate set.

The experimental results show that, also for this method, the autosymmetry-based approach guarantees an overall reduction not only in the number of T gates, but also in the number of CNOT gates, T-depth, ancillary qubits, and compilation time. In particular, compiling a quantum circuit starting from an XAG for $f_{k}$, instead of an XAG for $f$, we can obtain a cost gain in T gates of about 43\%, a gain in CNOTs of about 39\%, a gain in T-depth of $23 \%$, and a gain in the number of ancillary qubits of about $41 \%$, as shown in Table IV. The computational times required by this compilation step are very short (a few milliseconds on average), with autosymmetry-based compilation about $66 \%$ faster on average.

We report in Table V a subset of all the benchmarks that are considered for our experiments. The first column contains the name, the number of the output, and the autosymmetry degree of the considered benchmark. The second column reports the number of inputs of the benchmark. The following group of four columns reports the costs, in terms of elementary quantum gates, of the quantum circuit derived from the XAG representation of the function $f$, while the last group of four columns reports the costs of the quantum circuit for $f$ derived from the XAG for $f_{k}$ and the reduction equations. The last column reports the gain in the number of T gates. The last row reports the average costs for all the benchmarks considered in our experiments.

We first observe that the overall T cost of the XAG-based quantum compiler is much lower than the corresponding cost of the circuits derived from ESOP forms (see Tables II and V).

Moreover, from Table V, we observe that there are cases where the proposed strategy gives a circuit with a higher number of T gates (see for instance, in5_3 and m181_6). This fact is due to the heuristic nature of the XAG optimization and of the quantum compiler. In any case, the overall T gain of the entire benchmark suite is very encouraging (i.e., 43\%). Interesting enough comparing the two Tables II and V, we notice that the autosymmetry property gives very different T gains. For example, add6_5 shows no T gain in Table II and presents a T gain of about $38 \%$ in Table V. Conversely, the benchmark dk48_9 has no T gain for the XAG approach (Table V) and $92 \%$ of T gain in Table II. This is due to the very different approaches of the two quantum compilers considered.

## VII. Conclusion

In this article, we have proposed and evaluated a methodology to derive compact reversible circuits for autosymmetric functions. This methodology is very flexible and can be applied to any quantum compilation method. We have experimentally tested two different compilation methods, the classic one based on ESOP minimization, and a more recent one, based on XAG representations of logic functions.

As future work, it would be interesting to verify whether other quantum synthesis techniques are sensitive to this structural regularities and are able to exploit it in the optimization process.
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