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Abstract—Failure management and cost-aware traffic engi-
neering are two important tasks done in Network Operation
Centers (NOC). These are performed by expert technicians who
must carefully analyze the network state and the flow of incom-
ing alarms to decide how, where and when to take actions on
the network. While based on implicit guiding principles, these
network actions are very hard to automate with explicit rules
due to the high complexity of the system; hence NOC action
is essentially a manual process today. To automate part of that
process, in this paper we introduce an Action Recommendation
Engine (ARE) that can learn implicit NOC action rules with
supervised machine learning from historical data. As a result,
ARE can recommend suitable action(s) to remedy network faults
and engineer the traffic to minimize costs, all while maximizing
the users’ Quality of Experience. To quantify the effectiveness
of different NOC action scenarios, we introduce the QoE-OPEX
metric which balances between users’ quality of Experience and
ISP’s operational costs. After proper model training on 56,000
data points with 66 features, we demonstrate that ARE can effec-
tively reproduce implicit action-taking logic of NOC technicians,
thus moving us one step closer to reliable autonomous networks
and fully-automated NOCs.

Index Terms—Network automation, reliable networks, network
failure management, traffic engineering, machine learning.

I. INTRODUCTION

IT IS reported in [1] that Internet serves approximately 9
billion clients around the world. Major Internet Service

Providers (ISPs) try to balance between guaranteeing their
customers a secure and high-quality service in order to meet
Service Level Agreements (SLA) and minimizing ISPs’ opera-
tional costs (OPEX). To keep the network efficiently operating
at any time, an ISP assembles a team of network profession-
als in a Network Operation Centre (NOC) to closely monitor
their network’s health [2], as shown in Figure 1. Essentially,
the NOC is in charge of service assurance through meet-
ing the customers’ SLAs, though it needs to balance that
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Fig. 1. A typical Network Operation Center (NOC). The ARE component
is proposed by this work.

against the ISP’s OPEX. As shown in the figure, the NOC
collects performance monitoring (e.g., SNMP, ping, tracer-
oute, etc.) and alarms data, which may be logged as tickets.
Optionally, a Network Analytics module can analyze data and
produce useful insights for NOC technicians (such as the state
of network elements). Examples of such Network Analytics
modules include Ciena’s Unified Assurance and Analytics
(UAA) [3], Route Optimization and Analysis (ROA) [4], and
similar products by other vendors. In case of any identified
network problem, the NOC technicians analyze the problem to
find a suitable action that restores the network to its optimum
condition. This process is known as Failure Management. At
the same time, the NOC technicians plan the routing of impor-
tant and bulky traffic through the ISP’s infrastructure to ensure
minimum OPEX. This process is known as Traffic Engineering
(TE), which can be implemented by techniques such as MPLS
tunnels [5].

In today’s NOCs, most of the said failure management and
traffic engineering actions are either done manually [6] or, for
the simplest cases, with previously prepared expert rules [7].
NOC’s operations rely on massive performance monitoring
and alarm handling (aka “Network Assurance”) systems used
by large support teams. A team of NOC technicians works
24/7 to ensure the services are delivered at all times. To handle
non-trivial issues, the NOC team relies on specialized support
teams organized by technology domains, themselves relying
on vendors’ technical support on call. Operating with such
pyramidal and manual support works: all important problems
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eventually get resolved by taking the appropriate remediation
actions. However, this model is getting increasingly expensive
and inefficient as networks become more and more com-
plex. To help with this, the networking industry wants to
automate NOC operations as much as possible. However,
attempts to automate network actions with explicit rules have
not been very successful, generally, due to the intrinsic dif-
ficulty of defining expert rules that work reliably in such
complex systems and the practical difficulty that no single
expert knows about all the rules for different network tech-
nologies. The network action problem is therefore solved by
“collective human intelligence” but not by a single human’s
intelligence. In our work, we ask: can this be solved by arti-
ficial intelligence (AI)? We ask this because even in complex
networks, logical relationships still exist between problematic
network events and their remediation actions. But it is difficult
to codify these relationships from collective domain expertise
for complex networks. Hence, we propose to measure them
from big datasets with AI, using traditional network assurance
data as features and NOC actions as labels. The results, shown
in Section IV, are promising and show that AI can indeed find
the said relationship and solve the network problem.

Specifically, we use supervised Machine Learning (ML) for
this task. The recent advancement of ML has transformed
almost every field in the industry, and NOC is no exception.
Due to its data-driven nature, ML has the potential to manage
network complexity and maximize QoS and QoE. The afore-
mentioned tools like Ciena’s Blue Planet UAA and ROA are
examples of the industry moving towards ML-based network
analytics. These tools use ML to help the NOC technicians
gain deeper insights into the network, allowing those tech-
nicians to make intelligent data-driven decisions that lead to
improved efficiency, lowered costs, and providing more per-
sonalized services. Every second, massive amounts of data
is transported through networks. Therefore, rapid, accurate,
and efficient decision making is no longer a luxury but has
become a necessity in today’s networks. Since ML is already
being used in that process, it makes sense to leverage it one
step further to help NOCs in automating much of their deci-
sion making too, so that the technicians only need to verify
the ML system’s recommendation rather than doing the hard
analytics work themselves in details [8].

In this paper, we present a ML-based approach to auto-
mate two of the NOC’s main tasks: failure management and
OPEX-aware traffic engineering. We propose an OPEX-aware
decision making system that can (1) recommend suitable
action(s) to remedy network faults and (2) traffic engineer the
ISP’s traffic to minimize costs. We call our system Action
Recommendation Engine (ARE), shown as such in Figure 1.
ARE is a constantly running system that uses the network
state, reported by the Network Analytics module, and the raw
data, to continuously recommend actions to the NOC tech-
nicians (including the action of “do nothing”), shown in the
figure with a dashed arrow labeled Action recommendation, or
directly apply the recommended action in a human-out-of-the-
loop fashion, shown in the figure with a dashed arrow labeled
Autonomous action. The latter is useful for fast recovery. To
the best of our knowledge, and as shown in Section II, ARE

is the first work that explores the feasibility of using ML for
automating the selection of the best action to take, which is
valuable for complex networks where manual decision mak-
ing becomes difficult. Performance results in Section IV show
that when ARE is allowed to take actions autonomously, the
results very closely follow that of actions taken by NOC tech-
nicians. As such, ARE can save both time and money for the
tasks that it has been trained for.

The remainder of the paper is organized as follows. In
Section II we cover the related work. In III we detail our
system design and the rationale behind it. In Section IV intro-
duce the selected ML algorithms and analyze their results.
Finally, in Section V, we conclude our work and discuss future
research venues.

II. RELATED WORK

In this section, we present the related work done in both
academia and industry in the domain of failure recovery and
traffic engineering.

A. Failure Recovery

Continuous fault management involves four stages: detec-
tion, diagnosis, alerting, and resolving/recovering from fault.
Our work falls into the latter stage. In the industry, tradi-
tional approaches in failure recovery are offered by MPLS
fast reroute which creates a band-aid tunnel between the start
and the end points of the failed link to avoid the broken path
and provide a localized fast reroute. Examples of this approach
are [9] and [10].

In the academia, various approaches have been proposed.
Saldamli et al. [11] developed a proactive method that predicts
link failure and congestion occurrences, and uses a Software
Defined Networking (SDN) controller to push rules to the
switches before such events happen. In this work, conges-
tion is detected by continuously monitoring the traffic at the
OpenFlow switch. When any port’s traffic surpasses a certain
threshold value, that port is tagged as congested. Then new
rules are established by the proactive controller. Additionally,
in case of link failure(s), the calculated active and backup
paths are presented to route the traffic. Authors in [12] mitigate
multi-path failure by proposing FUSO which is an algorithm
that detects the low-utilized links and routs the traffic through
them. It is reported that FUSO is suitable for general data
center networking.

Liu et al. [13] developed a congestion aware and adaptive
failure recovery mechanism in data center networks that is
resilient to topology changes. This system, combined with the
SDN controller, utilizes asymmetrical routing to determine re-
routing paths. In [14], shortest-path spanning tree algorithm
routes traffic through less congested paths in SDN.

Wang et al. [15] proposed a proactive restoration algorithm
that chooses the most convenient backup path in the occur-
rence of single link failure in SDN. In [16], failure recovery is
achieved in SDN via a system called BOND, which combines
proactive and reactive modes to establish backup paths to sat-
isfy the necessary requirements of every application. In [17],
with the aid of prioritization of the flow tables in the switch,
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TABLE I
COMPARISON SUMMARY OF RELATED WORK

a backup path forwarding rule is executed upon a link fail-
ure. In [18], after link failures, failure recovery is rapidly and
pro-actively obtained thorough pre-configured backup paths.

Despite their advantages, none of the existing works take
into account the ISP’s OPEX while restoring networks. In
addition, some use pre-planned expert rules which can be diffi-
cult to determine for larger or more complex networks, such as
multi-layer and multi-vendor networks. Finally, none attempt
to explicitly maximize the user’s QoE by acting on network
infrastructure. As we will see in Section III, our proposed ARE
system overcomes these shortcomings.

B. Traffic Engineering

For better traffic control, better traffic operation, and bet-
ter traffic management, several solutions are proposed in the
domain of traffic engineering: multi-path routing [19], source
routing [20], constructing a new routing protocol design [21],
creating a new routing technique [22], optimizing the routing
table calculations [23], QoS-aware routing [24], energy-aware
routing and flow scheduling [25], flow-based routing [26], and
load balancing [27]. In general, traffic engineering revolves
around evaluating and optimizing network performance. In
SDN, this can be achieved by the controller [28]. In [29],
a sequential deep learning model - seq2seq - is implemented
in the SDN’s controller to provide network level path-planning
under restrictive forwarding conditions; for example, the for-
warding path has a restriction to include a predefined num-
ber of nodes which also requires path connectivity. In that
work, the network paths are examined as a serializable data.
However, the nature of the seq2seq model includes outputs
with variant sizes which might result in unconnected paths. In
order to overcome this issue, the seq2seq model is enhanced
by (i) an attention mechanism which extracts the sequential
characteristics of the nodes in the network and (ii) a beam
search method which excludes path non-connectivity. In [30],
for given network states, an unsupervised ML model - k-means
- is deployed in the controller and learns the past routing
behavior and then predicts the best routing path according to
the current network state. Due to the characteristics of unsu-
pervised algorithms, the proposed model can adapt to network
topology changes. In [28], first, network status information
such as latency, packet counters, and packet drop values are

collected to investigate whether the network status is correct.
If it is identified as not being correct, then by predicting the
future traffic behavior and creating a traffic scheduling algo-
rithm, the congestion states are avoided. Table I summarizes
the related work.

Our work is closely related to the path-planning task in TE,
and similar to the works in [28]–[30], we also apply path-
planning to obtain an optimized network. However, we also
include in our calculations the ISP’s OPEX, which is ignored
by the existing works. In addition, in [29], [30] ML is used for
path computation. In our work, paths are already decided and
our proposed system only decides which ones get the traffic.
Our proposed system is therefore different and complementary
to [29], [30]. However, we note that our framework should the-
oretically be able to utilize a “path computation” application
if it was available. The authors in [28], present four possible
criteria to optimize traffic, namely: load balancing, QoS guar-
antee, energy saving and Hybrid IP/SDN. Their work differs
from our system in two main ways: (1) they use neither OPEX
nor end-users’ QoE as possible figure of merit (2) they use
heuristics to optimize for one criteria (e.g., load balancing or
energy saving, but not both), while we use supervised ML with
the distinct advantage of allowing multi-variate optimization
(OPEX and QoE simultaneously) and of being able to learn
directly from NOC actions in the field.

III. SYSTEM DESIGN

ARE aims to automate NOC operations in terms of recom-
mending actions, or performing actions if the operator decides
to make it fully autonomous, to counter network failure,
maximize clients’ QoE, and minimize the ISP’s cost (QoE-
OPEX). ARE utilizes the Extreme Gradient Boost (XGB)
algorithm as the main action recommender, taking as inputs
the SLA measurements collected from an autonomous system
(AS) such as router states, QoE metrics collected from AS’s
end-users, and the predicted network state provided by the
Network Analytics module. To compare ARE against the
actions that NOC technicians would take, we create some
expert rules to mimic the technician’s actions and use them as
labels for our ML model, as will be shown in Section III-B.

To train ARE, we need a sufficient amount of data. However,
we did not find any public network dataset that includes details
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Fig. 2. Network Topology c© IEEE reused with permission from [31].

like SLA measurements and QoE levels. As a result, we
developed our own testbed to collect the data needed to train
our systems. Our testbed is chosen to be simple enough to
extract good rules from common sense, yet complex enough
to not be able to determine optimal rules trivially. The follow-
ing subsections will explain in detail the testbed specifications
and the data collection method and scenarios.

A. Testbed

We use GNS3 [32] to emulate the network in Fig 2. GNS3
is an open-source software used by major organizations like
AT&T, Google, and NASA to emulate their systems. This
network is chosen to be similar to the Internet’s backbone
network, where it has multi-paths between end-users and con-
tent servers [33]. The network topology of the testbed must
be neither too simple such that it doesn’t sufficiently reflect
the real world nor too complicated such that it’s difficult to
determine the aforementioned expert rules, which are needed
to compare the performance of ARE against that of the expert
rules. The topology we use here is a compromise between
the two, and consists of 3 Autonomous Systems (AS) rep-
resenting consumer-side and its ISP (AS-1), an external ISP
(AS-2) which is used as backup in case of failure and is consid-
ered more expensive, and the service provider (AS-3), which
in this case is an FTP file server. Cisco’s IOSv images are
used to model network devices such as routers and switches.
Also, the end-users are modelled as containers running a head-
less Ubuntu 18.04 OS image. We use containers due to their
lightweight property [34]. The content servers are built on
the same machine that runs the testbed to ensure eliminat-
ing unknown and external network conditions. We placed nine
end-users directly on AS-1. To ensure network connectivity,
all routers run the OSPF routing protocol. Finally, we cre-
ated three MPLS/OSPF tunnels and utilized Access Control
Lists (ACL) to control the paths between end-users and content
servers.

Each end-user has at least three paths to the content servers.
PATH_1 and PATH_2 are internal routes within AS-1, and
their costs depend on the number of hops the traffic passes
through. In contrast, PATH_3 is an external path that forwards
the traffic to AS-2 and then to the content servers in AS-3. To
match the real situation of an ISP, we implemented a billing
system to characterize the cost of each path and each action.

TABLE II
COSTS AND BENEFITS

TABLE III
LAYER-3 POLICIES SUMMARY

Internal paths will cost less compared to the external ones.
As a result, PATH_1 is considered to be the optimum path
in terms of cost since it is an internal route, and it has the
least number of hops; i.e., OPEX = 2 IGP hops × −1 = −2.
In contrast, PATH_3 is the most expensive path since AS-
2 owner charges for allowing AS-1 to use its infrastructure;
i.e., OPEX = 2 IGP hops × −1 + −5 (External AS) = −7.
PATH_2 is more expensive than PATH_1 but cheaper than
PATH_3 since it is an internal route though with more hops
than PATH_1; i.e., OPEX = 3 IGP hops × −1 = −3. Also,
the system takes into consideration that fixing network issues
requires time and money, so OPEX = −5. Furthermore, the
system either awards or charges the AS based on the end-users’
QoE per path. All costs and benefits are summarized in Table II
and used in calculating the QoE-OPEX metric explained in
Section III-B.

Cisco’s IOSv images suffer from bandwidth limitation since
their main purpose is to test and analyze recently proposed
network algorithms and configurations, which does not require
high bandwidth utilization. As a consequence, the maximum
bandwidth IOSv images can support is around 2Mb/sec. On
the contrary, the end-users in our experiments are transferring
files based on the TCP windowing algorithm [35] and a single
end-user is expected to fully occupy this limited bandwidth.
To alleviate this bandwidth restraint, we limit the maximum
transfer speed to 20 KB/sec. Moreover, we applied layer-3
policies to limit MPLS tunnels’ bandwidth to support up to
three simultaneous end-users, see Table III. Wireshark is used
to ensure the effect of the applied policies versus the number
of end-users per path [36]. In other words, we want to make
sure that links are congested by four clients, and we can verify
this in Figure 3(e). In the figure, there are two types of links:
unique and shared links. Unique links are a member of only
one path. Therefore, the unique links’ maximum bandwidth is
60 KB/sec; i.e., bandwidth of three end-users, while a shared
link aggregates two or more paths and its maximum bandwidth
is double the unique path.

The layer-3 policies help in determining current network
states. The normal state is when any link has a maximum of
three end-users. Congestion state is when there are more than
three end-users connected to a path. Additionally, we defined
network issues such as any network device failure or path
disconnectivity by a composition of delay and jitter ranging
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Fig. 3. MPLS Link Utilization c© IEEE reused with permission from [31].

between 80-350 ms and 5-60 ms, respectively. To summa-
rize our action space: reroute due to congestion TE-P1→P2,
TE-P1→P3, TE-P2→P3, reroute to optimize cost TE-P2→P1,
TE-P3→P1, TE-P3→P2, and device issue Fix LR-1-3, Fix
LR-2-4, Fix LR-2-1, Fix LR-3-2, Fix LR-3-5.

B. Data Collection and Preparation

We developed an API in Python to interact with the GNS3
emulator to control the operation of the network devices such
as routers and docker containers (end-users). The API has the
ability to enforce delay and/or jitter on any available link in
the network. Also, the API can do live configuration of any
network device. We started the data collection by randomly
assigning each end-user to a path and we created a problem
by randomly choosing between disconnecting a link or inten-
tionally having congestion on a specific link. We measured the
network status via the Blue Planet state classifier [31], col-
lected QoS and QoE metrics every 30 seconds, and labelled
the network actions via Algorithm 1. The QoS metric con-
sists of (i) end-to-end delay, jitter, packet loss values, etc.;
i.e., SLA measurements of the three paths (ii) packet drops,
ingress rates, and egress rates values of the router ports in

AS-1. File transfer downloading speed is the only QoE met-
ric we gather. Afterwards, QoS and QoE metrics are merged
and aligned with the aid of timestamps. Table IV lists all the
collected features and labels.

We collected over twenty days of data and a dataset of
56,000 data points. The NOC expert rules utilized in data col-
lection are presented in Algorithm 1. In the algorithm, ARE
always tries to route clients’ traffic internally before externally.
In other words, ARE favors internal routes over external routes
since they are cheaper from the OPEX point of view. Because
our testbed network is not complex, it was relatively easy for
us to define these rules. But, in a more realistic network, these
rules become more complicated to define, and this is why
NOCs employ expert technicians. The collected dataset has 66
different data features. The labeled action distribution is shown
in Figure 5(a). It is clear that the Do Nothing action is pre-
dominant. This situation stemmed from the strategy developed
during the data collection process. The network is forced to
reset to the normal state before introducing another abnormal
state. Consequently, we encounter the problem of unbalanced
classes in ML; i.e., one class including more data points than
other classes. Creating an imbalanced dataset with the Normal
state having more instances than the other classes is intentional
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TABLE IV
FEATURES AND LABELS SUMMARY

since Normal is the dominant network condition in reality and
problems occur less often than Normal. Figure 5(b) shows the
distribution of the recommended actions by the expert rules
(which mimic the NOC technicians’ decisions) when there is
network abnormality. The recommended actions can be mainly
classified into either fixing the faulty device by restarting or
re-configuring, denoted as FIX or rerouting the end-users who
are experiencing bad QoE due to this abnormality, denoted as
TE. The NOC chooses among these actions according to the
cost of each action.

C. ARE: Action Recommendation Engine

As mentioned earlier, the dataset collected is imbalanced,
introducing two different problems: (1) the ML algorithm
tends to be more biased towards the predominant class as an
attempt of maximizing its accuracy, and (2) the instances in
the minority class are insufficient such that they do not carry
adequate information to represent the class. These two situ-
ations are challenging because it makes the algorithm either
favor the majority class or not learn the distinctive features of
the minority class even though it is usually the minority class
that we are interested in classifying.

To solve these problems, we can use ensemble methods
which are powerful ML models that combine several learning
algorithms to boost their ability to generalize and predict. With
every new data point, classifiers vote for the classes. After
that, the data is assigned to the most voted class [37]. This
allows the ensemble model to tackle the problem of efficiently

Algorithm 1: Operational Rules Mimicking NOC Actions
for This Experiment

Input: Network State
Output: Action
while True do

if Network State == Congestion then
if Internal Path Available then

Action=Reroute Internally
end
else

Action=Reroute Externally
end

end
else if Network State == Network Failure then

Action=Fix the physical device
end
else

Action=Do Nothing
end

end

classifying minority classes in imbalanced datasets [38], [39].
Therefore, we apply ensemble methods to exploit their abil-
ity in imbalanced classification tasks. We tried two ensem-
ble methods: Gradient Boosting [40] and Extreme Gradient
Boosting (XGBoost) [41] algorithms.In addition, we also use
a Decision Tree [42]. Furthermore, we intentionally biased
the three chosen ML models by introducing class weights
1:18 towards the rare classes, to slightly balance them against
the majority class. We used the Sklearn compute_class_weight
utility function, that has been designed specifically for this pur-
pose, to calculate the weights. The results for all 3 are reported
later in the paper.

During training the ML models, we found out that the wait
period of 30 seconds was not enough for some states, espe-
cially congestion states, to be clearly seen. To tackle this issue,
we aggregated the dataset by a factor of two. The aggregation
is done by taking average, maximum, or minimum of the met-
ric depending on its nature. For example, for RTT, we collect
RTTmin , RTTavg , and RTTmax . For RTTmin , we take the
minimum of the previous measurement:

RTTminagg [T ] = min(RTTmin [T − 1],RTTmin [T ])

Similarly, for RTTmax the aggregation becomes:

RTTmaxagg [T ] = max (RTTmax [T − 1],RTTmax [T ])

while for RTTavg the aggregation becomes:

RTTavgagg [T ] = avg
(
RTTavg [T − 1],RTTavg [T ]

)

The action is chosen to be the dominant action. In other
words, if the two actions are Do Nothing and any other action;
e.g., reroute, or fix, we chose the other action to be our label.

On the one hand, we fed the ML models with the aggre-
gated features at time [T] as well as the state probabilities
resulting from Ciena’s BluePlanet’s network state classifier at
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(a) Training procedure of  ARE.

(b) ARE’s Closed-loop diagram.

Fig. 4.

time [T] and [T+1]. State probabilities is a list of probabili-
ties for all available states. So the Blue Planet state classifier
tells us what is the probability that we are currently in state
normal, congestion, and physical network problem. For exam-
ple, it gives us something like {normal 78%, congestion 13%,
physical problem 9%}. On the other hand, the label is the
action at time [T]. Thereby, the ML models can predict the root
cause action that changed the network state from state[T] to
state[T+1]. The training procedure is illustrated in Figure 4a.

After training, the ML model is integrated with GNS3 to
form a live closed-loop system and configured to automati-
cally execute its predicted actions on the network, shown in
Figure 4b. At every time [T], SLA and QoE measurements are
fed to BluePlanet’s state classifier to generate a state probabil-
ities vector. Also, SLA and QoE measurements are aggregated
with the measurements generated at time [T−1], represented
by Z−1 in the figure. Afterwards, the state probabilities vec-
tor and the aggregated measurements, at time [T], are fed to
the ML model. Also, the state probabilities vector of [T+1]
is always set to the Normal state to instruct ARE to use

its training and recommend an action that will keep or lead
the network into the Normal state. The predicted action is
applied automatically to the network via the aforementioned
python-based script.

IV. EVALUATION AND RESULTS

In this section, we present the results such as accuracy, F1-
score, and confusion matrix. Moreover, we present the results
collected from the live emulation.

A. AI-Based Models

The dataset was randomly partitioned into 75% for training
and 25% for testing the models. We also employed 10-fold
cross validation on the training dataset. The parameters of the
three models and feature importance are listed in Tables V
and VI, respectively. To calculate feature importance, we used
Sklearn’s default feature_importances method which is based
on Mean Decrease Impurity (MDI) to calculate feature impor-
tance for each fold’s model and then average them to get
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Fig. 5. Actions space distribution.

TABLE V
MODELS’ PARAMETERS: ALL ARE HYPER-PARAMETERS UNLESS

STATED OTHERWISE

TABLE VI
TOP-3 IMPORTANT FEATURES

the Top-3 features. On the test set, classification models DT,
GB, and XGB produced the accuracies 99.48%, 99.70%, and
99.87%, respectively. The overall accuracies for the models
are high with all of them being greater than 99%. However,
these results are tricky since the dataset doesn’t include homo-
geneously distributed classes. Around 68% of the instances
belong to one class: Do-Nothing, see Figure 5(a) and 32%
belong to the rest of the classes, see Figure 5(b).

TABLE VII
MODELS F1-SCORE

To better comprehend the models’ efficiencies, we focus
on model performances on the minority classes. Table VII
presents the F1 scores for each class. It is evident that all the
models are able to clearly detect the majority class Do-Nothing
with F1 score of almost 100% and any link issues with F1
scores ranging from 0.97 to 1.00. Nevertheless, we observe a
performance degradation in detecting rerouting actions, espe-
cially the ones related to congestion: TE P1 → P2, TE P1 →
P3, and TE P2 → P3. In addition, the lowest f1 scores belong
to the 2 classes with the least instances: TE P2 → P1 with
GB having 0.84 and TE P3 → P1 with DT 0.81 and GB 0.88
f1 scores.

Moreover, DT yields almost always the lowest scores, with
the exception of rerouting actions TE P2 → P3 for conges-
tion and TE P2 → P1 for cost optimization policy where GB
yield lower results than DT. On the other hand, XGB and DL
either produce the same or better results when compared to
other models, even with the two actions related to the cost
optimization policies where DT and GB struggled.

However, when we examine the confusion matrices closely,
we see a dissimilar trend to the F1 scores, see Figure 6.
Compared to the other models, XGB still performed the best
with the exception of action TE P1 → TE P2 where GB per-
formed slightly better, and action TE P3 → P1 where DT
yielded the best outcome with significant improvement com-
pared to XGB. Additionally, XGB only confused the ground
truth action with Do-Nothing while DT and GB experienced
confusion with other action classes. Furthermore, DT and GB
produced comparable results. For instance; GB yielded better
results for the following actions: Fix LR-1-3, Fix LR-2-1, TE
P1 → P2, and TE P3 → P2, whereas DT performed well for
these actions: Fix LR-3-5, TE P1 → P3, TE P2 → P3, TE P2
→ P1, and TE P3 → P1.

B. Live OPEX Performance Comparison

To further asses our work, we employed a live emulation
that is quite similar to real-life situations faced by NOCs.
The emulation employs the incremental QoE-OPEX as the
main metric of comparison. We compare ARE with the NOC
(expert rules) taking into account OPEX, static that represents
a network not managed by any person or algorithm, and an
Anchor method which represents existing works in that it is a
congestion-aware traffic engineering algorithm without taking
into consideration OPEX. To implement the Anchor method,
we used the same expert rules but considered the cost of all
paths to be equal, in essence not taking into account OPEX.
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Fig. 6. Confusion Matrices for DT, GB, and XGB.

We did not compare against deep learning methods such as
[29] because (1) their application is different, as explained in
Section II, and (2) they use deep learning, and if we try to
apply their algorithm to our dataset, which is relatively small
compered to theirs, their performance will be low because deep
learning models are data hungry and typically need millions of
data points to achieve their potential. So, running their algo-
rithms on our dataset is clearly unfair to them. We utilized a
scenario similar to the one we used in generating the training
dataset, but we randomized the operation of the nine clients
and paths they use. We ran this experiment for more than

1200 steps; i.e., 10 hours. Figure 7 shows the cumulative QoE-
OPEX over 1200 iterations. We can see that the static network
is outperformed by all other methods. The second-worst per-
forming method is the Anchor method, which is expected
since it does not consider OPEX. Among the remaining meth-
ods, the XGB model closely follows the expert rules, proving
that the automated recommendations by ARE are valid. The
only time expert rules lead to noticeably better results than
ARE is at approximately iteration 770. When we checked that
instance, we noticed that the network state classifier has incor-
rectly classified the network state as “Normal”. Since this state
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Fig. 7. Cumulative QoE-OPEX comparison between ARE models, static network, Anchor method, and NOC rules.

is one input to ARE, it misled ARE into taking an action
(namely “Do-Nothing”) that was not the best. It should be
noted that in the real world, NOC technicians might also be
misled by the data and/or make mistakes. Also, NOC techni-
cians have the ability to override the ARE recommendations.
But overall, what the figure shows is that letting ARE take
autonomous actions will lead to results that are quite compara-
ble to the manual decisions taken by NOC technicians, despite
ARE’s mistakes, and this is a positive step towards NOC
automation.

V. CONCLUSION AND FUTURE WORK

We introduced the first ML-based action recommender
system for NOCs. The system, called ARE, can recommend
actions for failure management and OPEX-aware traffic engi-
neering. These tasks are usually performed manually by expert
NOC technicians in complex cases, or through automated
rules in simple scenarios. ARE automates the selection of the
best action to take for both simple and complex scenarios.
Performance evaluations showed that the actions automat-
ically recommended by ARE lead to results that closely
follow, and sometime exceed, those of the NOC techni-
cians. In that sense, ARE moves us one step closer towards
autonomous NOCs.

For future work, we plan to address the following
challenges.

1) ML model scalability: The model needs to be adjusted
every time the ISP’s network expands. We plan to tackle
this challenge by examining the feasibility of applying
Graphical Neural Networks (GNN) which are a class of
deep learning methods designed to perform inference on
data described by graphs/networks. In GNN, the network

is decomposed according to each node (router) location
and connectivity with others.

2) Lab to production: Similar to any AI model, ARE is
prone to working in a real environment where the data
might be somewhat different from ARE’s trained-with
data. To mitigate this, we plan to apply the ML-Ops
workflow to deploy ARE to a real-world environment
and trigger automatic transfer learning, or even retrain
in case of noticeable performance degradation.

3) Superhuman performance: We showed that ARE can
automate what NOCs do manually nowadays. This by
itself is an important finding and contribution for moving
closer towards autonomous/self-healing networks. But,
it also gives rise to the question that if supervised
learning can mimic the performance of NOC oper-
ators, can more advanced machine learning methods
such as Reinforcement Learning outperform humans, as
they do on computer gaming? If so, that could poten-
tially revolutionize the field of network management and
operation.

4) Explainable AI: For this work, we did not enter the realm
of explainable AI, because our system is not a human
life-critical system like a medical or military system or
self-driving cars. But explaining the path the model takes
in order to derive a decision can be useful and subject
to future work.
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Ayşe Rumeysa Mohammed received the B.Sc.
degree in computational and medical physics from
Bogazici University, Istanbul, Turkey, in 2014, and
the M.Sc. degree in data science from Istanbul Sehir
University, Istanbul, in 2017. She is currently pur-
suing the Ph.D. degree in electrical and computer
engineering with the University of Ottawa, Ottawa,
ON, Canada.

She collaborated with Ciena Corporation, Ottawa
Branch, on Applied AI for network traffic reha-
bilitation. Her research interests include computer

networks measurement, multimedia systems and communication, and com-
puter vision.

David Côté received the Ph.D. degree in physics
from Université de Montréal in 2007. He is cur-
rently the Chief Data Scientist with the Blue Planet
Division, Ciena and a Co-Founder of the Blue
Planet Analytics Program with Ciena. His group has
developed and productized several machine learn-
ing applications recognized by industry innovation
awards and commercial success. He also partici-
pates in several research projects with industrial and
academic partners and holds numerous patents and
publications in the field. Prior to joining Ciena,

he worked as a Particle Physicist for 14 years with the Stanford Linear
Accelerator Center, USA, and CERN, Switzerland, notably, where he gained
substantial hands-on experience with big data engineering, data science, and
world-class research.

Shervin Shirmohammadi (Fellow, IEEE) received
the Ph.D. degree in electrical engineering from the
University of Ottawa, Canada, in 2000.

He is currently a Professor with the School
of Electrical Engineering and Computer Science,
University of Ottawa. He is the Director of the
DISCOVER Lab, doing research in measurement
methods and Applied AI for multimedia and
networking systems. The results of his research,
funded by more than $26 million from public and
private sectors, have led to 400 publications, three

Best Paper awards, over 70 researchers trained at the postdoctoral, Ph.D., and
master’s levels, 30 patents and technology transfers to the private sector, and
a number of awards.

Prof. Shirmohammadi is the Editor-in-Chief of the IEEE TRANSACTIONS

ON INSTRUMENTATION AND MEASUREMENT, and was also the Associate
Editor-in-Chief of IEEE Instrumentation and Measurement Magazine in
2014 and 2015, and is currently on its editorial board. He has been an
IEEE Instrumentation and Measurement Society AdCom Member since 2014,
served as the Vice President of its Membership Development Committee from
2014 to 2017, and was a member of the IEEE I2MTC Board of Directors from
2014 to 2016. He is an IEEE Fellow for contributions to multimedia systems
and network measurements, winner of the 2019 George S. Glinski Award for
Excellence in Research, a Senior Member of the ACM, a University of Ottawa
Gold Medalist, and a licensed Professional Engineer in Ontario.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


