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Abstract—Non-Geostationary Orbit satellite (NGSO) is an
essential element in 5G Non-Terrestrial Networks (NTNs), which
can operate either independently or as complementary parts
to terrestrial systems to boost the network capacity, coverage
and resilience. Due to the highly dynamic topologies, one of the
challenges in NGSO is how to harmonize the network virtualized
resources to satisfy diverse quality of service requirements in an
efficient manner. In this paper, we investigate Virtual Network
Embedding (VNE) for integrated NGSO-terrestrial systems while
considering dynamic topologies. We propose a Mixed Binary Lin-
ear Programming (MBLP) formulation for a Dynamic Topology-
Aware VNE (DTA-VNE) algorithm. Given priori information
about the network’s evolution over time, DTA-VNE plans the
embedding for each Virtual Network Request (VNR) over its
lifetime. In a highly dynamic environment, the VNE decision can
be varying for different VNRs at the expense of a considerable
cost of migrating traffic and reconfiguring resources. DTA-VNE
aims at minimizing this migration cost to avoid unnecessary re-
mappings. To tackle the exponential complexity of the MBLP, we
propose an efficient algorithm based on relaxation approaches
(DTA-R) to solve large-scale problems. In numerical results, the
effectiveness of the proposed DTA-R is demonstrated with much
lower migration cost than the conventional implementations. The
trade-off between the computation time and migration cost of
DTA-R is studied. Finally, we test DTA-R and the baselines in our
developed MultI-layer awaRe SDN-based testbed for SAtellite-
Terrestrial networks (MIRSAT) to precisely quantify the packet
lost for each migration. DTA-R proved to reduce the packet lost
by ∼ 2.5− 5% compared to baselines.

Index Terms—Non-Geostationary Orbit (NGSO), Virtual Net-
work Embedding (VNE), Virtual Network Request (VNR), Net-
work Slicing, Software Defined Networking (SDN).

I. INTRODUCTION

THE current telecommunication networks are being over-
loaded during the recent years and the trend seems to

keep increasing for the upcoming years. The 5G standard
has brought in the telecom sector a very large variety of
applications, which differ for demanded resources and for
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Quality of Service (QoS) requirements. The advent of network
virtualization has proved to be efficient to guarantee different
QoS over the common infrastructure (substrate network).

One of the main topics in network virtualization is defined
as Network Slicing [1]–[3]. Due to the heterogeneous nature
of novel virtual networks, network slicing algorithms aim to
provide intelligent mappings, with the intent to satisfy and
guarantee to each of them a pre-defined QoS agreement.
Network operators, both terrestrial and satellite, have invested
effort and economic resources, due to the potential and benefits
that network slicing could have brought into the market. The
embedding of different demands onto the same substrate, or
physical network, gives a very relevant added-value to the
telecom industry-academic sector and has opened the way for
the development of those very attracting use-cases of 5G, such
as enhanced Mobile Broadband (eMBB), Ultra Reliable Low
Latency Communications (URLLC) and massive Machine
Type Communications (mMTC). Currently, network slicing
has drawn a considerable attention of research activities, due
to its strong impact and benefits [4]. The large field of network
virtualization aims at efficiently embedding Virtual Network
Requests (VNRs), onto the physical network, which is defined
as Virtual Network Embedding (VNE).

Furthermore, Non-Geostationary Orbit (NGSO) satellite
networks have recently gained interest due to their capa-
bility of cooperating with terrestrial networks to satisfy the
increasing network demand. NGSO networks, comprising the
Low Earth Orbit (LEO), High Elliptical Orbit (HEO) and
Medium Earth Orbit (MEO) constellations, can satisfy relevant
common QoS requirements from current networks such as
global high-speed coverage with a reduced latency, if com-
pared to GSO networks [5], [6]. NGSO satellite networks, due
to their dynamic nature, especially LEO constellations, make
the development of an efficient VNE algorithm challenging
to deal with frequent network-topology variations. In general,
the lower the altitude of the constellations, the more often
the topology changes over a defined period of time. This
is due to the fact that the Line-of-Sight (LoS) visibility
between satellite and gateway has a limited temporal duration.
The time-dependent LoS visibility between a gateway and a
satellite is in general priori known and, as such, does not
require any statistical prediction. This is not the case for link
failure/degradation, for example, which usually are simulated
and predicted through a statistical description.

In this context, this paper proposes an efficient VNE algo-

This article has been accepted for publication in IEEE Transactions on Network and Service Management. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TNSM.2022.3225748

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



2

rithm for dynamic substrate networks with priori knowledge
of temporal variations. The main idea is to subdivide the time
horizon into time slots and to exploit the known information
of the time dependent network connections in order to embed
VNRs, not only for a single time slot, but also for multiple
future time slots, minimizing, for each VNR, the migration
cost between consecutive time slots. The ”migration cost” is
defined as the ratio between the number of consecutive time
slots where the traffic has experienced a migration over the
total planned time slots. Later, we provide a more detailed
description for this metric.

This paper is organized as follows. We initially provide
the state-of-the-art for VNE in Section II. Then, an insight
of the motivations and contributions is presented in Section
III. Section IV introduces the formulation of the problem and
the network model, Section V presents the algorithm’s steps
and complexity and in Section VI the relaxation procedure
is described. Sections VII and VIII present the performance
evaluation from simulations and practical implementation,
respectively. Finally, Section IX concludes the paper.

II. RELATED WORKS

In this subsection, we firstly consider the main trends in the
literature for VNE, and, secondly, we discuss the satcom-based
VNE solutions.

A. Main VNE trends in literature

The relevant literature comprises a large variety of different
VNE solutions. In fact, the general NP-hardness of VNE
problems [7] has inspired different objectives and solving
strategies. Some detailed and recent surveys can be found
in [8]–[10]. Online solutions for VNE are one of the main
common trends among the proposed implementations [11]–
[14], where node and link mapping are computed either
independently, which most of the times provides an heuristic
approach [15]–[17], or in a joint optimization [18], which
usually is an higher quality solution. In Section III-A, we
explain why online solutions are not the most efficient solution
for satellite networks.

In the literature, some dynamic VNE solutions have been
proposed. [19] considers a dynamic scenario but the dynam-
icity is provided by the time varying VNRs over a static
substrate network. Indeed, the algorithm applies online re-
mapping with the main objective of maximizing the acceptance
ratio, given the actual demand, without giving priority to the
migration cost. Authors in [20] investigate a time-dependent
VNE algorithm where the VNR’s migration cost is taken into
consideration. However, in this case the migration process is
driven by a reward system with the objective of improving
the average network utilization and maximizing the acceptance
ratio, without considering any migrations caused by a dynamic
substrate network. Few other implementations are consider-
ing a dynamic substrate network. Authors in [21] and [22]
propose resource mapping algorithms for satellite networks.
However, these implementations are mostly relying on node
caching optimization systems to maximize the network flow
and acceptance ratio, without considering any migration cost.

B. Satcom-based VNE

Some VNE solutions specifically target satellite networks.
Few satcom-based VNE implementations with a dynamic
substrate graph can be found in the literature, in addition to
the ones presented above. [16] and [23] address this problem.
In both cases, the topology of the network changes over time.
However, the algorithms are proposed as online algorithms,
which means that, at each instant, the algorithm has to verify
the entire network topology. Those VNRs, affected by the link
change, will be re-mapped. This approach, as the previously
mentioned online solutions, might produce a considerable high
number of migrations over time per each VNR. While for
terrestrial infrastructure, migrations might not be a relevant
issue, for SatCom nodes, an excessive amount of migrations
might significantly affect the network performance. In fact,
migrations over satellite networks are not often smooth be-
cause of some temporal loss of service or dropped sessions.
In addition, migrations require considerable signalling which
creates traffic overhead and might be prone to errors.

Last, but not least, the majority of the proposed VNE
works lack of testing the algorithm in a built-in testbed.
Clearly, this is the most interesting and challenging aspect of
the implementation, where the algorithm faces the technical
effects of a software/hardware emulated system.

Given these premises, from theoretical perspective, a rel-
evant attention should be given to the VNR migration cost,
when the substrate network is highly dynamic, such as satellite
networks. From the practical side, a testbed should be provided
to validate the presented algorithm and to help understanding
the pros and cons of its integration in a real network. To
the best of our knowledge, a VNE algorithm which exploits
the priori time-variation of NGSO constellation, in order to
minimize the migrations of VNRs over their lifetime, has not
been proposed before.

III. MOTIVATIONS AND CONTRIBUTIONS

In this section, we firstly provide a comprehensive analysis
about the relevance of an ad-hoc topology-aware VNE solution
for satellite networks and the added-value of a built-in testbed
to validate the results. Secondly, we detail our contributions.

A. Motivations

The literature review has highlighted how online VNE
solutions are important and preferred for their simpler and
efficient nature.

Figure 1 depicts a traditional online VNE approach for dy-
namic substrate networks [16]. The time domain is divided into
time slots such that the substrate network can be considered
static within each time slot. A random VNR arrives at the
time slot t = t3, with a lifetime L. This means that the VNE
algorithm is asked to guarantee the embedding, at least, until
the time slot t = t3+L. At the time slot t3, the VNE decisions
have been made based on the current status of the substrate
network. However, at time slot ti, the substrate network has
changed, and it might happen that the VNR is affected by this
change. In this case, the VNE has to be computed again, pro-
viding a different embedding and, consequently, triggering the
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Figure 1. Traditional online VNE solution for dynamic substrate network

traffic migration to the new path. This process is repeated until
the VNR expires. Clearly, this approach lacks a global view
in VNE optimization and may result in a typical suboptimal
solution. A suboptimal solution might cause higher number
of traffic migrations which corresponds, not only to economic
expenses, but also to network performance degradation such
as temporal outage, signalling, satellite handovers.

More precisely, from a network provider point of view,
computational and/or technical costs might be involved for
each VNR’s migration. Clearly, the migration cost might be
dependent on several factors such as the used technologies,
the quantity of traffic to be migrated and, quite relevant, the
considered layer of International Organization for Standardiza-
tion/Open Systems Interconnection (ISO/OSI) protocol stack.
For example, at the physical layer, migrations correspond to
changes of hardware settings (antenna direction, etc. ). At the
layer 2, the time needed to re-configure one or several path
might correspond to packet losses, frequent handovers, data
plane signalling, which most likely has to be faced with some
ad-hoc algorithms.

At the networking layer, the change of routing paths cor-
responds to modification of routing tables while, at the appli-
cation layer, migrations are more related to the management
of necessary computability resources to solve the complex
VNE problem. In this paper, we refer to the migration cost
as the number of times, in percentage, that each VNR has to
be migrated from one path to another one, due to topology
variation, along its lifetime. It is worth underlining that this
metric has a relevant impact on the computation time. In
fact, on one side, the more planned time slots are considered,
the lower the migration cost, in probability, due to a longer
analyzed period of time. On the other side, the more the time
slots, the higher the complexity of the problem, i.e. higher
computation time. In this paper we analyze this trade-off,
driven by the choice of the number of time slots to be planned
for.

In the VNE research field, there are widely used common
metrics to evaluate the quality of VNE solutions such as load
balancing [18], [19], energy-saving [24], [25], acceptance
ratio [11], [13], [21], [22] and computation time [12], [26],
[27]. However, it is evident that the migration cost should
be considered as a relevant metric to evaluate the VNE’s
performance and it should be given sufficient attention, es-
pecially in high dynamic scenarios such as the one considered

Figure 2. Migrations over terrestrial/NGSO network

in this paper. Figure 2 depicts a global view of the considered
scenario. A VNR, which is embedded over a satellite network,
might be required to be migrated or forwarded toward a
different satellite. This clearly does not happen often for
GSO networks, known to be very stable and static, but quite
regularly for NGSO.

The last relevant motivation for this work has a more prac-
tical meaning. The VNE literature lacks overall of practical
validation of the VNE solutions. Usually, VNE algorithms
are simulated and validated in Matlab. While this approach is
time effective in comparing multiple algorithms and flexible
in analyzing several performance, it considers ideal settings
of the scenario. However, this approach might not highlight
hidden details, coming from the real world. For high dynamic
scenarios, for example, the traffic is likely to be migrated
over time, and the effect of a migration on the experienced
quality of service (e.g. packet lost) is difficult to be simulated
in Matlab. This is the main reason why we developed and used
a built-in testbed.

B. Contributions

Considering the highlighted trends of VNE’s literature in
Section II and the motivations for our work in Section III-A,
our contributions are summarized as the following:

• We propose a Dynamic Topology-Aware VNE (DTA-
VNE) algorithm that minimizes the average migration
cost for dynamic network requests over planned time
slots. We employ a linearization process, to transform
the original non-linear objective into a linear form;

• Since the DTA-VNE algorithm is based on a MBLP
formulation, its complexity increases exponentially with
the network size and the planned time slots. To tackle
this, we propose DTA-R, a relaxed version of DTA-VNE,
which mitigates binary constraints and allows to study
performance-complexity trade-off;

• We study the impact of the number of planned time
slots on the trade-off between the migration cost and
the computation time, comparing the results to the on-
line shortest-path and load balancing algorithms. The
proposed algorithms have proved to avoid unnecessary
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migrations already with few time slots considered, while
keeping the computation time a reasonable value;

• As the literature lacks of VNE practical validations, we
test the feasibility of our developed VNE algorithms via
a MultI-layer awaRe SDN-based testbed for SAtellite-
Terrestrial networks, MIRSAT, which employs the realis-
tic topology of a MEO satellite system [28]. The imple-
mentation results show that, while analyzing the traffic of
a VNR, each migration foresees a considerable outage.
MIRSAT intents to further motivate the prioritization of
the migration cost in the optimization problem.

IV. NETWORK MODEL AND PROBLEM DESCRIPTION

A. Network Model

We model the integrated satellite-terrestrial substrate net-
work as a directed weighted graph Gs = (Ns, Es), where Ns

is the set of substrate nodes and Es is the set of substrate
edges. Given u and v a pair of substrate nodes in Ns, we
define c(u, v) as the available capacity of the link (u, v)
and p(u, v) as the propagation delay. VNRs are randomly
generated as end-to-end connection between random pairs of
substrate nodes in the set Ns, given m the source node and
d the destination node. In other words, the node mapping is
already defined. While this might seem a strong assumption, in
the following we provide two reasons to motivate this choice.
Given the intent to validate the VNE algorithm in the built-in
testbed, we visualize the VNR as client-server requests. This
gives already defined nodes in the substrate network (source or
client and destination or server). In addition, in order to have
a validation consistent with the simulation results, we avoid
to consider node related constraints (e.g. CPU) which is not
trivial to be simulated in the testbed. Each VNR demands a
minimum data rate b, a maximum tolerated latency l, it has a
lifetime L time slots and it arrives at time slot ta. Therefore,
each VNR’s mapping is computed for the interval [ta, ta +L]
time slots. It is relevant to clarify that the unit of measure for
the lifetime and simulation time is the ”time slot”. However,
the formulation and results do not depend on the real duration
of the time slots. Nevertheless, in Section VII, a real duration
value is computed from the use-case and provided to give
consistency and truthfulness to the emulated scenario. The
VNRs follow a poisson distribution with average arrival rate
λ VNRs per time slot. We assume that the topology of VNRs
does not vary over time. In order to make the notations easier
and more comprehensible, we do not assign the VNR’s index
to each VNR related parameter introduced before.

We consider the time-slotted system and assume the system
operates for tsim time slots. Despite the substrate network
can be considered static within each time slot, the modelling
variables should be considered as function of time. Indeed,
we introduce the time dependency in the substrate graph
notations. Accordingly, the substrate graph is modelled as a
time expanded graph, following the approach proposed in [29],
[30], Gt

s = (Ns, E
t
s), with c(u, v, t) as the available capacity

of the substrate link (u, v) at the time slot t. It is worth
noting that, while Et

s and, consequently, the link resources,
c(u, v, t), are dependent on time, due to both the temporal

topology variation and the consumption of resources over time
assigned to the incoming VNRs, the set Ns, on the opposite,
is not dependent on time because we assume that the available
substrate nodes do not change over time. The same applies to
the propagation delay.

B. Problem Formulation

In this subsection, we formulate the VNE embedding al-
gorithm running for one VNR at a time. Considering that
each VNR is simulated as an end-to-end request between
two randomly selected substrate nodes, the node mapping is
already defined. Thus, in the following, the VNE formulation
is restricted to only the link mapping. Our objective is to
minimize the migration cost, taking into account the known
temporal description of the substrate network topology. Be-
fore presenting the formulation of the objective function, we
initially introduce the following flow variable:

ztuv =

{
1, if the VNR is mapped in link (u, v) at time slot t,
0, otherwise

(1)
The algorithm focuses on the difference of link mappings

between consecutive time slots, for each substrate link (u, v).
In other words, the aim is to keep, as much as possible, a
consistent link mapping over multiple consecutive time slots
in order to minimize the migration of the VNR’s traffic due to
topology variations. Thus, given that the algorithm works with
differences, the absolute value is required to avoid negative
values, while comparing the link mapping between consecutive
time slots (2).

|zt+1
uv − ztuv|, ∀(u, v) ∈ Et

s, (2)

At this stage, we introduce the following assumption. We do
not give importance to how many links have changed between
consecutive time slots, but, instead, to the presence or absence
of any change. In other words, while comparing the mappings
between consecutive time slots, if one link changes or all links
are different, it is considered equally as a migration, i.e. binary
migration variable, introduced in the following, equal to 1.
It is worth underlining that this does not force the objective
function to be always null. In fact, the objective function keeps
minimizing the percentage of different consecutive mappings
and the results show that, almost always, migrations occur if
VNRs between at least one non-terrestrial node are involved.
Accordingly, the algorithm is based on the following function:

f(t) =

{
1, if

∑
(u,v)∈Et

s
|zt+1

uv − ztuv| > 0, ∀t
0, otherwise

(3)

f(t) is a binary indicator function, which has the value ”1”
if there is at least one difference between the link mapping
at time slot t and the one at time slot t + 1. Based on the
previous definition, equation (4) shows the initial formulation
of the objective.

min
zt
uv

(

∑
t∈[ta,ta+T ] f(t)

T
), (4)

This article has been accepted for publication in IEEE Transactions on Network and Service Management. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TNSM.2022.3225748

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



5

The objective function (4) minimizes the migration cost,
previously defined as the percentage of migrations experienced
by the VNR, between consecutive time slots, over T planned
time slots. It can be noticed that the function is not linear.
In fact, in Section V, we provide an explanation of the
linearization process and the obtained final linear objective
function.

In the following, the constraints of the problem are pre-
sented.

ztuv · b ≤ c(u, v, t), ∀(u, v) ∈ Et
s,∀t ∈ [ta, ta + T ], (5)∑

w∈Ns

ztmw −
∑

w∈Ns

ztwm = 1, ∀t ∈ [ta, ta + T ], (6)

∑
w∈Ns

ztdw −
∑

w∈Ns

ztwd = −1, ∀t ∈ [ta, ta + T ], (7)

∑
v∈Ns

ztvu −
∑
v∈Ns

ztuv = 0, ∀t ∈ [ta, ta + T ]

∀u ∈ Ns \ {m, d},
(8)

ztuv ∈ {0, 1}, ∀(u, v) ∈ Et
s, (9)

∑
u∈Et

s

ztuw +
∑
u∈Et

s

ztwu ≤ 2, ∀t ∈ [ta, ta + T ],

∀w ∈ Ns,

(10)

∑
(u,v)∈Et

s

ztuv · p(u, v) ≤ l, ∀t ∈ [ta, ta + T ], (11)

∑
(u,v)∈Et

s

ztuv ≤ h, ∀t ∈ [ta, ta + T ], (12)

Constraint (5) states that, for each time slot and for each
substrate link (u, v), the assigned data rate cannot exceed
the actual available capacity. It is relevant to clarify the
reason why the minimum data rate is being upper bounded
by the link capacity. Considering that the proposed algorithm
is formulated for an SDN-enabled scenario, the SDN controller
(responsible for executing the VNE algorithm) initially assigns
the minimum data rate to be guaranteed for each VNR (which
cannot clearly be embedded in links with insufficient capacity).
Given the ability of the SDN controller to constantly check for
the traffic usage of any mapped VNR, a higher data rate can
be assigned real-time if any VNR requires that (higher data
rate might happen e.g. unexpected peak of traffic), only in
case of available capacity. Constraints (6), (7) and (8) refer
to the flow’s conservation law. Indeed for (6) and (7), given
the source and destination substrate nodes of the VNR, the
sum of outgoing flows from the source node m has to fully
flow over the network because the demanded data rate should
be guaranteed. The same applies for the incoming traffic in
the destination node d, with a negative sign. (8) guarantees
the flow’s conservation law for the intermediate nodes, where
the sum of incoming flows has to always match the sum of
outgoing flows.

Equation (9) defines the integrity constraint for the flow
variable. From a physical point of view, the integer flow
variable means that splitting-path is not accepted in this
configuration, so either the flow is passing through a substrate
link, or it is not.

The constraint (10) guarantees the absence of loops. This
is relevant because the objective function (4) minimizes the
link mapping differences between consecutive time slots, but
it does not guarantee that loops are avoided. In addition,
constraints (6)-(8) guarantee the flow’s variable conservation,
but they also do not guarantee that loops are avoided because
loops would still keep, the flow’s conservation law, valid.
This is the reason why it is important to set the constraint
(10) where, for each substrate node, the sum of incoming
flows and the outgoing flows, cannot exceed ”2”. This value
is given by the fact that each substrate node can, at most,
manage two flows per VNR (if it is an intermediate node),
one incoming and one outgoing, giving ”2” as total sum.
If the sum of flows is greater than ”2”, it means that there
is a loop. Constraint (11) keeps the end-to-end propagation
delay, computed as the sum of the delay of each link from
source to destination, lower or equal to the tolerated latency.
It is important to compare the propagation delay to the
maximum latency allowed by the VNR, especially in satcom,
where delays may not be negligible, to avoid that low-latency
communications are affected by large delays, which makes the
scenario not realistic anymore. Finally, constraint (12) reduces
the solution’s space, limiting the search space to the paths of
length h. In Section V, we highlight the impact of the value
h on the complexity of the problem. Intuitively, the value h
drives the trade-off between the quality of the solution and
the computation time. Very low values of h will limit the
solution’s quality while keeping the computation time low.
On the opposite, higher values of h will improve the solution
at the expense of the computation time. The value h is very
much dependent on the number of links and possible paths
that are available over the network.

V. THE DYNAMIC TOPOLOGY-AWARE VNE ALGORITHM

The formulation presented in the previous section is not lin-
ear. In this section, we provide a comprehensive description of
the linearization process, the overall procedure of the proposed
Dynamic Topology-aware VNE (DTA-VNE) algorithm and the
problem’s complexity.

A. Linearization process
The functions (3)-(4) are not linear due to the presence of

the absolute value. In order to linearize them, we use the
approach presented in [31]. For the sake of simplicity, we
describe the process for one generic link (u, v) at the generic
instant t. Thus, we can consider the initial objective function,
without summations, as:

min(|zt+1
uv − ztuv|). (13)

We define a second variable xt
uv and add the two following

constraints:

(zt+1
uv − ztuv) ≤ xt

uv, ∀(u, v) ∈ Et
s, (14)
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Table I
FORMULATION VARIABLES

ztuv
binary flow variable to indicate if the

VNR is embedded in (u, v) at the time slot t

xt
uv

absolute value |zt+1
uv − ztuv | defined

for each substrate link (u, v)

yt
binary variable to indicate if there is
a migration from time slot t to t+ 1

−(zt+1
uv − ztuv) ≤ xt

uv, ∀(u, v) ∈ Et
s, (15)

Finally, the linear objective function is written with the new
variable as:

min(xt
uv). (16)

The variable xt
uv is introduced to substitute the absolute

value in (13). However, as previously mentioned in Section
IV-B, we are interested to use a migration variable in the
objective function which denotes the presence or absence of
migrations between consecutive time slots. Since the variable
xt
uv counts the differences between the flow variables between

consecutive time slots, for each substrate link, separately, we
introduce, according to (17), the migration variable yt, which
does not count how many links differ between consecutive
time slots, but, rather, only denotes the differences. This is the
reason why it is an integer variable:

yt =

{
1, if

∑
(u,v)∈Et

s
xt
uv > 0,

0, otherwise
(17)

Finally, the original problem is reformulated as follows:

min
yt,zt

uv

(

∑
t∈[ta,ta+T ] y

t

T
),

s.t. (5)− (12), (14), (15)

(18)

Table I summarizes the optimization variables.

B. DTA-VNE algorithm

DTA-VNE solves the link mapping for each VNR, sepa-
rately and independently, in a sequential way. As highlighted
in Section III, the core idea is to plan, in advance, the
VNR embedding for multiple time slots. Thus, we firstly
focus the attention to the single VNR mapping (Algorithm
1). Secondly, we present the main environment (Algorithm 2)
of the simulation, which manages the Input and Output of
every instance of Algorithm 1, the VNRs generation and the
resources update over time.

Algorithm 1 takes, as input, the current status of the
substrate network (topology and resources), the demanded data
rate and the end nodes of the VNR, and the time slots to be
planned. Thus, the embedding is computed for the current time
slot and for T following time slots (results will be shown for
different values of the parameter T ). Lines 6-7 are solved and,
if a feasible solution exists, the embedding for T time slots is
provided as output.

In the following, the pseudo-code for Algorithm 2 is pre-
sented and discussed. The simulation runs for tsim time slots
(main for cycle) where each iteration lasts one time slot. For

Algorithm 1: Single VNR mapping for the interval
[ta, ta + T ]

1 Input
2 current substrate network status Gt

s, ∀t ∈ [ta, ta + T ];
3 demanded data rate b, tolerated latency l;
4 m and d, source and destination substrate nodes;
5 T time slots to be planned;
6 Solve (18)
7 s.t. (5)-(12), (14), (15)
8 if successful then
9 Output

10 link mapping for T time slots;
11 end

each iteration, the priority is given to the VNRs, embedded
in the previous time slot, which have to be re-embedded,
solved by Algorithm 1 via the well-established LP solvers,
in case the link mapping they have been assigned with, is not
available anymore due to network topology variation. After
this step, once the queue of VNRs to be re-mapped is empty, in
case some have expired, the system releases the corresponding
substrate resources. Afterwards, the new arrived VNR(s), in
case any, will be mapped via Algorithm 1. After each VNR
mapping, the substrate available capacities are updated.

Algorithm 2: Dynamic Topology-aware VNE

1 Initialization
2 Substrate network definition Gt

s, ∀t ∈ [t0, tsim];
3 VNR parameters (demanded physical resources, arrival

distribution, end-to-end nodes);
4 for t ∈ [t0, tsim] do
5 for VNR(s) to be migrated do
6 execute Algorithm 1;
7 if successful then
8 update residual capacities of substrate links;
9 end

10 end
11 for expired VNR(s) do
12 release assigned substrate resources;
13 end
14 for new VNR(s) arrived do
15 execute Algorithm 1;
16 if successful then
17 update residual capacities of substrate links;
18 end
19 end
20 end

C. Complexity’s Analysis of DTA-VNE Algorithm

To analyze the complexity of DTA-VNE, it is enough to
consider Algorithm 1, given that Algorithm 2 is only managing
different instances of the first one. Algorithm 1 (lines 6-7) is
solved through an exhaustive search which will be interrupted
by the first solution that makes the objective function null,
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i.e. no migrations over T time slots. Even though there is an
exhaustive search, the number of feasible paths between two
given nodes (source and destination of the VNR) is strongly
dependent on the topology of the substrate network. Given that
the considered substrate graph is significantly simpler than
a complete graph, this considerably reduces the complexity
of the problem. We assume g the maximum degree of the
substrate graph, such that g < |Ns|−1, with |Ns| the number
of the substrate nodes. Thus, the complexity of finding all
feasible paths of length h, given the two end nodes, is upper
bounded by O(g · (g − 1)h−2). This formula is obtained by
the fact that, starting from the source node, there are at most
g possible adjacent nodes. Then, from the second until the
penultimate node, there are at most g − 1 possible adjacent
nodes that can be chosen as next hop, given that the flow
does not go back from the link it has arrived. Considering h
the path length, there are h + 1 nodes in total over the path,
among which 2 nodes are source and destination. The second
node of the path is considered in the first selection which
has g possibilities. Finally, there will be h − 2 nodes to be
selected in the path among at most g− 1 nodes every time. It
is worth noting that the provided complexity is an upper bound
because the value g is the maximum degree of the substrate
graph. In addition, given that the objective function considers
the combination of the single time slot embedding over T
time slots, the total complexity is upper bounded by O((g ·
(g − 1)(h−2))T ) ∼ O(gT ·(h−1)) if g >> 1. This highlights
the impact of T , h and the density of the substrate graph (g),
on the complexity.

VI. LP RELAXATION

While the non-linearity of (13) is solved by the above-
mentioned linearization process, the binary nature of the flow
variable ztuv exponentially increases the computation time with
the increase of the planned time slots and/or the network size.
As the computation time is crucially relevant for online VNE
algorithms and considering the size and dynamicity of the
targeted substrate networks, i.e. MEO and LEO constellation,
we propose a relaxed version of DTA-VNE, named DTA-R. To
obtain DTA-R, we relax the binary flow variable, in constraint
(9), to continuous values. We underline that the exponential
complexity of DTA-VNE is given by the binary constraint on
ztuv , because the migration variable yt grows only linearly with
T, which is not large in practice. For this reason, the relaxation
process is applied only to ztuv .

In addition, we introduce the following penalty function

P (z̄) =
∑

(u,v)∈Et
s

ztuv − ztuv
2 (19)

to penalize the values of the flow variable, far from the integer
extremes 0 and 1. We run an iterative process which stops
when |qi−1 − qi| < ε, with qi be the solution at the i-th
iteration and ε a very small number. Since (19) is not convex,
we introduce the first order approximation which results as

P (z̄) =
∑

(u,v)∈Et
s

ztuv + z̄tuv
2 − 2zz̄tuv, (20)

Figure 3. Comparison of average migration cost vs time slot planning between
integer formulation (DTA-VNE) and relaxed one (DTA-R)

Figure 4. Comparison of average computing time vs time slot planning
between integer formulation (DTA-VNE) and relaxed one (DTA-R)

with z̄tuv the solution at the previous iteration. With the
addition of P (z̄) to the objective function (18), the final
objective function of DTA-R is expressed as

min
yt,zt

uv

(

∑
t∈[ta,ta+T ] y

t

T
+ γP (z̄)),

s.t. (5)− (8), (10)− (12), (14), (15)

(21)

with γ > 0 as the penalty weight parameter.
Once the iterative process terminates, the rounding tech-

nique follows a deterministic approach, where feasible, as
proposed in D-ViNE [18]. To understand the performance
losses, we provide the trade-off analysis between DTA-VNE
and DTA-R, in terms of average migrations and computing
time for few planned time slots.

Figure 3 shows the loss in terms of average migrations, for
multiple values of planned time slots. It can be noticed that
when T = 2, there is almost no difference and, anyway, the
algorithm does not perform well in both cases because there
is almost no planning. When T increases, a difference can be
noted. Despite that, the relaxed version allows to go further
with the planning, such as T = 8. This evaluation aims to
show that the relaxed version experiences a reasonable loss
in performance and it makes sense to use it for performance
evaluation, even for MEO constellations.

The other side of the trade-off is depicted in Figure 4, where
the gain in computing time is shown. DTA-R shows that even
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Figure 5. Access time scheme of Hawaii gateway to the 20 O3b satellites
over 12 hours

T = 10 has still a reasonable complexity to be computed.

VII. PERFORMANCE EVALUATION WITH SIMULATIONS

In this section, we firstly describe the simulation setup and,
secondly, we provide several performance evaluation analysis,
while comparing DTA-R to online load balancing and shortest-
path baseline algorithms.

A. Simulation setup

The substrate network is an integrated satellite-terrestrial
network. We considered the SES O3b-MEO constellation with
real location data for the MEO gateways [28] across the globe.
The constellation is composed of 20 MEO satellites while the
ground segment is composed of 9 terrestrial gateways. We
additionally introduce Inter-Satellite Links (ISLs) among the
MEO satellites, as a circular shaped topology. Thanks to the
Systems Tool Kit (STK) [32] software, we have obtained the
time series of the satellite-gateway link for each satellite and
for each gateway over the entire duration of the simulation.
The orbit of MEO satellites has an altitude of 8063 km, and
considering that, for the purpose of this algorithm, we have to
subdivide the simulation into time slots such that connections
are static within each of them, the duration of a single time
slot is ∼ 15 minutes, when applied to the real time scale.
Later on in the section, we show in details how this value is
obtained.

In STK tool, once the location of the gateway and the
constellation parameters are set, we can obtain, for each
terrestrial gateway, the description of the access over a defined
amount of time, for all satellites. In this case, Figure 5 shows
the time-dependent connectivity of the terrestrial gateway,
located in Hawaii, with the entire constellation.

The graph is taken from 12 hours of observation. From
Figure 5, considering the time on the x-axis, it can be noticed
that for approximately 15 minutes, the network remains static.
Therefore, we assume the duration of each time slot equal
to 15 minutes. The obtained value is the result of a trade-off
between the number of time slots and the precision of their
duration with respect to the real network behavior. In fact, from

5, it can be deducted that, in reality, the network is not static
for exactly 15 minutes. A rounding to the closest multiple of
15 has been applied. For example, if the connection stops at
15.55, it will be counted as 16.00. While if it stops at 15.50, it
will be counted as 15.45. While this might seem introducing
an error ∈ [0, 5 − 7] minutes, it should also be noticed the
following. Each gw-sat connection lasts for 6 time slots, which
correspond to 2 hours, 7200 seconds. In the reality, each sat-
gw connection lasts for ∈ [7023, 7029] seconds, therefore a
maximum error of 177 seconds is introduced. This is due to
the fact that whenever there is a rounding in one time slots,
this is compensated from the rounding of the following slot.
In other words, if the connection is between 15.55-16.10, this
is reported as 16.00-16.15, which still keeps the 15 minutes
duration.

In total, the simulation lasts tsim = 72 time slots, which
correspond to 18 hours of real time. As also highlighted above,
the duration of the time slot is extremely dependent on the
substrate network. However, the proposed VNE algorithms
are not dependent on the real duration of the time slot and,
in addition, a time slotting strategy with variable time slot
duration would still be applicable. Figure 5 depicts the time-
dependent connection for only one terrestrial gateway and it
can be obtained for every terrestrial gateway. It is relevant
to underline that, if we project the simulated time slots to a
real case, intuitively, as we have just shown, the duration in
minutes is dependent on the considered satellite network. This
real duration of the time slots will be relevant later on in this
paper for the simulation results and the final discussion due
to the following reason. The proposed algorithm is thought
to be applied to a variety of dynamic networks such as
LEO and MEO, which differ especially for the amount of
time the status of the satellite network can be considered
static. In fact, if we consider a MEO constellation, the link
connectivity between a terrestrial gateway and a MEO satellite
can remain up to 2 hours. When the orbit of the constellation
is considerably lower (LEO), the duration of the time slot
decreases significantly, even up to few minutes, depending on
the SatCom related parameters such as the orbit’s altitude.

From the terrestrial connections point of view, we consider
that the gateways are also connected via terrestrial links (no
variations over time) among themselves as a mesh fully-
connected network. The available capacity of both terrestrial
and satellite links is initially set equal to 300 Mbps. The source
and destination nodes of each VNR are randomly selected
among the substrate nodes to consider the worst possible
scenario, i.e. when a priori prediction is not available.

The two following different cases for the source-destination
random generation are being considered:

• Case 1: the source is randomly selected among the
satellites and the destination is randomly selected among
the terrestrial gateways;

• Case 2: source and destination are randomly selected
among the entire set of substrate nodes.

The two use cases are selected to analyze the efficiency of
the proposed algorithm, varying the diversity among the type
of VNRs. In particular, use case 1 selects randomly the source
and destination nodes which belong to two different segments,
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Figure 6. Average migration cost per VNR for use cases 1 and 2

one satellite and one terrestrial. In this scenario, migrations are
more likely to happen. In use case 2, instead, nodes belonging
to the same layer might also be selected, thus, migrations
might not be involved by default and the efficiency of this
approach would reduce with respect to a greedy approach.
For the subsections VII-B and VII-C, a comparison between
these use cases is presented while, for the results in subsection
VII-D, only use case 1 is considered since it was proved to be
the most interesting scenario for applying DTA-R algorithm.
The demanded data rate by each VNR is randomly generated
in the interval [40,100] Mbps while two different values of
latency requirement are randomly selected among [30, 1000]
ms. The propagation delay p(u, v) is set to 27 ms for the
ground-sat links, 1 ms for ground-ground links and 3 ms for
sat-sat links. The parameter h is fixed to 10. We compare
DTA-R to the following online baseline algorithms:

• Ref. 1: Shortest path [23];
• Ref. 2: Load Balancing [16].
Both algorithms are also considering a node mapping

optimization which is not taken into consideration in this
paper, thus they have been adopted to only link mapping
optimization.

B. Average migration cost per VNR

In this first simulation result, the metric is the average
percentage of migrations that each VNR experiences, during
its lifetime. The results are shown for both cases, mentioned in
the previous subsection. From Figure 6, several considerations
can be done.

First of all, it is important to remind that the metric average
migration cost is expressed in percentage because, as stated
previously, we refer to the migration cost as the ratio between
the number of migrations, experienced by each VNR, over
the lifetime. For example, if we analyze one single VNR
and we assume its lifetime L time slots, it means that there
are L transitions over time where the traffic might have to
be migrated due to topology variation. If we assume that
n migrations have occurred, the migration cost would be
n/L. Then, at the end of the simulation, we take the average
migration cost among all VNRs.

The proposed algorithm is compared to the baselines pre-
sented in VII-A. As mentioned above, the DTA-R is based on
a planning of a defined number of time slots T . Accordingly,
in the results, different values of T are analyzed, 2, 4, 6, 8
and 10. Figure 6 shows, in both use cases, that the average
migration cost per VNR obtained with DTA-R is similar or
considerably lower than the baselines’ one, for all values of
T . In addition, the more the value of T , the more DTA-R is
efficient because the path with less migrations, over a longer
period of time, is selected.

Furthermore, a comparison between the two use cases can
be highlighted. Figure 6 depicts, on the left side, the use case
1 where migrations are more likely to happen while, on the
right side, use case 2, where VNRs can be generated even
among terrestrial nodes. It can be noticed that the benefit
of DTA-R for use case 1 is slightly higher, with respect to
the baselines, than in use case 2, with T > 2. For example,
when T = 4, for use case 2, DTA-R gains ∼ 36 % with
respect to baseline 2, while, on the opposite, in use case 1,
DTA-R gains ∼ 41.2 %. However, even in the latter case, an
advantage of DTA-R can still be appreciated, but the benefit is
slightly lower than use case 1, due to the less dynamicity of the
scenario. It has also been noticed that for values higher than
T = 8, the rounding procedures is more likely to fail, falling
into a shortest path approach, which worsens the performance
on average. While this might seem a limitation, it is worth
underlining the following. Despite the type of algorithm or
substrate network, when dealing with dynamic scenarios, such
as NGSO, there should be an upper-bound in the number of
priori planned time slots. In fact, it makes sense to plan in
advance for some time, exploiting the priori knowledge, but
it does not make sense to plan too much in advance, because
the more distant the future, the more difficult to predict the
status of the network. For example, in a MEO constellation,
considering 6 or 8 planned time slots, it corresponds to a
planning of already ∼ 2 hours.

C. Computation time
The second performance evaluation considers the compu-

tation time, which is a very critical analysis in this field. As
depicted in Section V-C, the complexity grows exponentially
with the number of planned time slots T , therefore, the
computation time is expected to be very sensitive to the
increase of T . As shown in Figure 4, the DTA-R considerably
reduces the computing time, and it allows to consider values
of T = 6 or 8, without introducing long delays. Despite the
type of DTA utilized, we should not expect lower values than
baselines’ ones, but, rather, the purpose of this comparison is
to give an idea on which could be the ideal value of T , while
keeping the solution time reasonable.

Table II shows that, in both use cases, the computation time
grows exponentially with T , as expected. For use case 2, the
reason why there are overall lower values, is related to the fact
that the computation time is an average over the simulation
time. For the VNRs generated among terrestrial nodes, the
computation time is almost none, since it is easier to find
paths with no migrations, which reduces the overall average.
This situation does not happen in use case 1.
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Table II
AVERAGE COMPUTATION TIME PER SINGLE VNR EMBEDDING

Algorithm Case 1 Case 2
Ref. 1 0.0056 s. 0.0013 s.
Ref. 2 0.0201 s. 0.0148 s.

DTA-R, T=2 0.0026 s. 0.0069 s.
DTA-R, T=4 0.26 s. 0.24 s.
DTA-R, T=6 0.55 s. 0.44 s.
DTA-R, T=8 0.94 s. 0.71 s.
DTA-R, T=10 1.74 s. 1.62 s.

The evaluation on which is the right value of T, significantly
depends on the scenario. For example, for delay-tolerant
applications, such as multimedia content download, even 2
seconds per computation might still be a reasonable value. On
the opposite, for those less delay-tolerant applications, this
delay might not be reasonable anymore. Thus, the selection of
the right value of T is very much use-case dependent.

It is worth underlining that the computation time metric has
a relevant importance for another reason. If we consider that
the algorithm takes, on average, the computation time depicted
in the Table II, this means that if there is a queue of tens
of VNRs, waiting to be embedded, the last VNR(s), might
experience a long delay because the algorithm is embedding
in a sequential way. Obviously, VNRs might be re-arranged
in the buffer following criteria such as priority, maximum
allowed latency, etc. but it is still very important to control
the computation time, considering the number of VNRs to be
embedded. For the following performance evaluations, T = 8
is considered since, overall, it seems to be the most reasonable
value.

D. Average network load over time

In this section, we evaluate the average substrate link load
over time. This is a common metric, also known as load
balancing, used to evaluate how the traffic is spread in the
network. Indeed, the average substrate link load metric takes
the capacity utilization of every substrate link (percentage) and
computes the average over all links. For the comparison, the
load balancing algorithm is considered as benchmark because
it provides a very good solution.

It is important to underline that this metric is quite rele-
vant in current transport networks. A low average value of
utilization is equivalent to say that the traffic is fairly spread
which also means that unexpected peaks of traffic might be
more easily managed in the network, with lower probability of
bottlenecks. In this context, the performance evaluation of this
subsection aims to prove that the proposed approach provides
reasonable results even in terms of load balancing. For the
comparison, we fix some parameters for DTA-R such as the
planned time slots T = 8.

Obviously, considering the average substrate link utilization
as the metric, worse results of the DTA-R algorithm, compared
to load balancing, are expected for any level of planned time
slots. However, the promising result, which can be noticed in
Figure 7, is that the DTA-R algorithm provides values that
follow the same trend of the load balancing ones, keeping the
distance, with the load balancing graph, always a reasonable

Figure 7. Average substrate load vs time

Table III
AVERAGE PATH LENGTH (HOPS)

Algorithm Case 1 Case 2
Ref. 1 2.76 3.09
Ref. 2 2.80 3.12

DTA-R, T=2 2.79 3.12
DTA-R, T=4 2.83 3.19
DTA-R, T=6 2.93 3.33
DTA-R, T=8 3.49 3.98

DTA-R, T=10 3.59 3.86

value. The more the time passes, the more the accommodated
VNRs, and the higher the probability that DTA-R deviates
from the better solution (Load Balancing). This is expected
because indeed, the objective of DTA-R is not to reduce the
average substrate load. In addition to that, the VNR is an end-
to-end connection, which gives less degree of freedom to the
embedding algorithm, if compared to cases where VNRs are
composed by several links and nodes. If we consider for exam-
ple, larger size networks, such as a LEO constellation instead
of MEO, the story might be different and the difference might
be larger. In this context, a joint (load balancing and migrations
minimization) objective function could be considered, where
complementary weights are given to the two objectives and
different combinations of the weights can be studied in order
to keep also the load, over the network, under control.

E. Average path length per VNR over lifetime

In this subsection, we analyze the average path length for
the baselines and the DTA-R. As for the analysis presented
in VII-D, this performance evaluation does not foresee to
improve the results obtained by the Ref. 1 algorithm, which
is a pure shortest path approach, but rather to show that the
solutions of DTA-R do not explode, not only in average load,
but also in terms of path length.

In fact, Table III shows that the average path length for
every considered T value, is always not very far from the
lowest one, i.e. Ref. 1. Despite this, a trend can be highlighted.
The more the planned time slots, the higher the average path
length. The reason for this result is linked to the ability of
the algorithm to find static links over T planned time slots.
For intra-segment VNRs (from satellite to terrestrial node), it
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is more likely to have longer paths in order to minimize the
difference between consecutive time slots rather than shortest
paths but more dynamic over time. This is an additional reason
why it is important to do not increase too much the number
of planned time slots.

VIII. EXPERIMENTAL RESULTS IN THE BUILT-IN
SDN-BASED TESTBED FOR VNE ALGORITHM

In this section, we test DTA-R and the baselines algorithm
into our testbed MIRSAT. The aim is to use MIRSAT to
analyze the impact of the migrations on the real traffic,
which cannot be easily simulated in Matlab. Initially we run
Matlab simulations in an ideal case and we focus on the
optimization aspect, showing the benefit of priori planning.
However, simulations lack of precise measure of the traffic
lost per each migration (which is not necessarily always the
same). In fact, MIRSAT aims to give a precise description
of the traffic lost per each migration. MIRSAT is an SDN-
enabled testbed, with a centralized entity, the SDN controller,
and a dynamic substrate network, i.e. the satellite network.
SDN is a useful technology to test mapping algorithms, such
as VNE, because it enables an easy translation of mapping
decisions into forwarding rules, also known as flow rules.
Deploying the routing control externally in the SDN controller,
brings to a simplification of the network nodes, which forward
the traffic according to the pre-computed path, instead of
internally running routing algorithms. This relevant feature
matches very well with the satellite context, where the majority
of the network nodes are satellites, i.e. nodes with limited
resources. Consecutively, satellite nodes are seen as Layer-2
enabled switches.

A. Experimental testbed setup

We developed MIRSAT [33] as an enhanced version of the
testbed that we proposed in [34]. In [34], the testbed has three
main software components. The substrate network, emulated in
Mininet [35], where the nodes are OpenFlow enabled switches,
the RYU Software Defined Networking (SDN) controller [36]
which has full control of the Mininet switches and the VNE
algorithm in Matlab, directly connected to the SDN controller.
MIRSAT is a more complete testbed, where we additionally
propose the integration of the STK toolkit, connected to
Mininet (Figure 8). This brings flexibility to the testbed,
allowing to emulate, in Mininet, any satellite scenario that
is simulated in STK. The testbed is fully running in a virtual
machine with 10 GB of Random Access Memory (RAM), 1
Central Processing Unit (CPU) and 50 GB of storage capacity.
In fact, once the scenario is defined in STK, the description
of the substrate network topology and its temporal variations
are translated into Mininet code.

The VNE algorithm retrieves the network topology at any
time through the Representational State Transfer (REST) Ap-
plication Programming Interface (API) of the SDN controller,
and uses it as substrate network to embed any incoming VNR.
Once the VNE problem is computed, the output is the link
mapping of the arrived VNR, which is translated, by the SDN
controller, into flow rules, and sent, through the OpenFlow

Figure 8. Architecture of MIRSAT

channel, to the switches involved in the link mapping (source,
destination and intermediate nodes). MIRSAT emulates the
scenario described so far. This means that Mininet emulates the
integrated MEO/terrestrial network, with properly emulated
latency for MEO links. RYU controls each node (terrestrial and
satellite) and, in Matlab, we run the three different algorithms,
to test the performance. In order to make the emulation faster,
we consider that each time slot lasts for 60 seconds, instead
of 15 minutes (real value).

B. Migration cost

In this subsection, we analyze the traffic of a single VNR,
over 8 time slots, which correspond to 7200 s. in the reality.
In order to simplify the presentation of the results from the
testbed, we reduce the duration of each time slot to only 60 s.,
instead of 15 minutes. This helps to have a good understanding
of the transition time and the traffic lost when entering in
a new time slot. In fact, if we kept the real duration, few
seconds out of 15 minutes, would have not been clearly noted.
In addition, the difference between DTA-R and baselines can
be appreciated more easily. We use UDP traffic via iperf to
test the connection between source and destination nodes of a
randomly selected VNR, among the arrived ones (Figure 9). As
for theoretical simulations, the DTA-R with T = 8 is compared
to Ref. 1 and Ref. 2 algorithms. Figure 9 shows the throughput
behavior experienced by the VNR during the considered time,
for the three different algorithms. To ease the comprehension,
we have drawn a continuous line, external to the graph, with
the description of the time slots. The drops of throughput to
values close or equal to 0, correspond to an ongoing migration
of traffic. In this scenario, it is evident that a period of outage
between consecutive time slot, is experienced. This is due to
the SDN controller, which takes few tens/hundreds of second
to realize the new links. Once RYU can again see all the
links in the topology, the traffic will flow towards the new
paths. The outage period varies, depending on the amount of
new links that the SDN controller has to discover. RYU can
take up to ∼ 4-5 seconds to discover all new connections.
The testbed results are consistent with the simulated ones.
In fact, the average migration cost is considerably higher
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Figure 9. Comparison of throughput obtained via iperf session from one VNR

Table IV
TRANSMITTED VS RECEIVED PACKETS

Transmitted Received loss (%)
Ref. 1 451 430 4.6
Ref. 2 451 420 6.9

DTA-R, T=8 451 442 2.0

while considering the baseline algorithms. DTA-R proved to
significantly reduce the migration cost.

In addition, we have run ping sessions between VNR’s end
nodes to retrieve the precise amount of lost packets and get
a final percentage of outage. Table IV provides the outputs
from the ping sessions, where one ICMP packet is sent every
second, thus, overall ∼ 450 packets are sent. The outage
percentage achieved while using DTA-R has been reduced by
∼ 2.5− 5%, compared to the baseline results.

IX. CONCLUSION

In this paper, we proposed a formulation for a dynamic
and topology-aware VNE algorithm with dynamic substrate
network. The outcome of this work can be served as a
guideline for performance evaluation of VNE on integrated
satellite/terrestrial networks, which is useful to both satellite
and terrestrial service providers. In fact, we have considered
an integrated terrestrial/MEO satellite substrate network, with
also MEO-MEO links. We simulated the real time series of
O3b MEO constellation, via STK toolkit. Given a subdivision
of the simulation into time slots, where the substrate network
could be considered static within each time slot, the DTA-
VNE algorithm was able to plan, in advance, the embedding
of each VNR for a certain amount of time slots, with the
objective of minimizing the migration cost over the planned
time slots. Due to the exponential complexity of DTA-VNE
with the increase of planned time slots and network size,
we have proposed DTA-R, a relaxed version of DTA-VNE.
Simulation results have shown that even DTA-R outperforms
baseline solutions, such as shortest-path and load balancing
algorithms, while considering the migration cost per VNR. We
proved that the more planned time slots, the higher the gain
of DTA-R. Simulation results have also shown the trade-off
between the computation time and the number of planned time

slots. This is fundamental to determine the maximum allowed
time slots, given the scenario (QoS requirements) and the size
of the substrate network. In order to deeper investigate the
application and impact of the proposed algorithm, we devel-
oped a proof-of-concept SDN-based testbed, MIRSAT, with a
proper time-dependent emulation of the substrate network in
Mininet. The testbed has shown the importance of avoiding
migrations. In fact, we analyzed the traffic of one randomly
selected VNR and we proved the outage of service, quantified
as lost packets, experienced for each migration.
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