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CCS: A Cross-Plane Collaboration Strategy to
Defend Against LDoS Attacks in SDN

Meng Yue™, Qingxin Yan™, Zichao Lu™, and Zhijun Wu

Abstract—Software-Defined Networking (SDN) actualizes the
separation of control and forwarding, innovates network func-
tionality with a logically centralized controller, and facilitates
network-wide collaboration. Contemporary SDN infrastructure
exposes potential bottlenecks which are prone to engaging low-
rate denial of service (LDoS) attacks. Currently, a great deal
of detection methods are deployed in the controller, and the
controller needs to poll the switch frequently, which brings heavy
load to the controller and the southbound link. According to
the analysis of existing researches, we focused on the how to
decrease the frequent polling of the controller and improve the
detection rate. In this paper, we adopted the idea of cross-plane
collaboration and proposed a two-phase detection framework,
which carried out the lightweight detection method in the data
plane and the in-depth detection based on Bayesian voting mech-
anism in the control plane. Once LDoS attacks are detected, the
controller recalculates routes for the bottleneck nodes using the
optimized Dijkstra algorithm to complete mitigation. Theoretical
analyses and extensive experiments are conducted to validate
the performance of our proposed method. Test results show that
our method outperforms other traditional methods in terms of
the detection rate of 99.1%, the detection delay of 1.3s and
the communication overhead of 1068 Byte/s, the average CPU
utilization of controller remains at approximately 3.5%. The
proposed method takes a step forward to enhance the security
of SDN.

Index Terms—Software-defined networking, low-rate denial of
service attacks, cross-plane collaboration.

I. INTRODUCTION

HE ADVENT of Software-Defined Networking (SDN)
has aroused great concern and research upsurge in
the network industry [1], [2]. SDN enables the separation
of the control plane and the data plane, helps to create
a “global view” of the entire network, improves visibility
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and policy consistency. Contemporary network further tends
to simplification and automatization. Through the layered
network architecture, the network administrator can program
the network system as required and push forward the under-
lying implementation without interacting with hundreds of
devices, thousands of lines of code and complex protocols.
The functionality pioneered by SDN precipitate service agility,
programmability, better performance characteristics and lower
latency to become the considerable factors of new network
construction. OpenFlow [3] has become the mainstream pro-
tocol of SDN in data center, which defines the communication
standard between SDN controller and switch. Low-rate Denial
of Service (LDoS) attacks [4], [S] mainly exploit the vulner-
abilities of various adaptive mechanisms in the network, such
as the congestion control mechanism in the TCP protocol and
the queue management mechanism of the router. The adaptive
protocol is designed to focus on the effectiveness, fairness and
stability of the system in the steady state, and its security is
not much considered, which leads to its own vulnerability. In
order to achieve the optimal performance, network protocols
often assume that the network is stable most of the time
and make efforts to ensure the performance of the network
in the stable state, but ignore the transient performance of
the network. LDoS attacks exploit the relatively low transient
performance of the network by periodically launching attack
flows of a certain strength to make the network constantly
fluctuate between failure and stability, thus reducing the
overall performance of the network. LDoS attacks generate
periodic high-speed short-time pulses with characteristics of
low average speed and high concealment, which enormously
increases the difficulty of detection. The Internet of Things
(I0T), cloud computing platform and big data center has a
significant risk of encountering such attack [6], [7], [8].

SDN carries the distinctive properties that allow the
LDoS attackers to concentrate on mining these vulnerabili-
ties [9], [10], [11], which constitutes a potential threat to the
entire SDN [12], [13]. Currently, the corresponding detection
technologies in SDN mainly face with the following problems.

(1) Countermeasures are routinely deployed on the con-
troller, these methods make the controller poll the data
collected by the switch for each test in order to ensure the
real-time detection. However, this brings a significant commu-
nication overhead between the switch and the controller, and
can even severely congests the southbound interface link.

(2) Extensive researches have been conducted based on the
advantages of centralized control and flexible data collection in
SDN [14], [15] and do not fully utilize the global perspective
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of the controller. For example, a considerable number of
researchers put the focal point on using machine learning
algorithms to detect attacks, and the number of training
features also shows a growing trend. In addition, training
the network and calculating numerous parameters can lead
to a significant detection delay and additional computational
efforts.

(3) Another serious challenge of intrusion detection is
derived from the diversity of network traffic. If observed only
at the traffic level, normal network communication behavior
may also appear to be “abnormal”. For example, mass network
activity and retransmission can lead to a surge in network
traffic [16], [17], which may have some similarities with
attacks, and ultimately leads to a high false positive rate.

In this paper, to solve the problem of the controller
frequently polls, we proposed a collaborative detection frame-
work between the control plane and the data plane, and
executed lightweight detection at the data plane. When
the switches find an exception, they report the specified
information to the controller through the south interface proto-
col OpenFlow. The controller collects the information reported
by all abnormal switches and makes a global judgment.

In the lightweight detection phase of the data plane, the
switches collect the statistical information of ports and flows.
In order to reflect the anomaly characteristics of the flow
table and the flow, we defined four indicators then designed
a threshold-based detection method. Once the switch catches
the exceptions of these characteristics, it will send encapsu-
lated messages to the controller through the south interface
to indicate where there the unusual circumstance appears
and provide a reliable feature basis for the controller. The
controller extracts the information reported by the switch
for statistical feature analysis to get the overall state of the
downstream nodes of the controller, and then uses the Bayesian
voting mechanism to detect whether the network is subjected
to the attack. The in-depth detection sufficiently takes advan-
tage of the characteristics of the global perspective of the
controller. The controller provides intention or policy-based
management for the entire network. It serves as a centralized
or distributed intelligent entity with an overall view of the
network, according to which routing and handover decisions
can be made. Once the controller detects the LDoS attack,
it starts the mitigation mechanism for the bottleneck node,
calculates the backup path by using the optimized Dijkstra
algorithm, and issues the flow rules to the corresponding
switches to complete the transfer of the original traffic on
the bottleneck link. The cross-plane collaborative detection
method reduces the load pressure on the controller and the
southern communication link, ensures real-time detection, and
enables the controller to make decisions in a timely manner.

The main contributions of this paper can be summarized as
follows.

(1) We proposed a cross-plane collaborative detection archi-
tecture. First, lightweight detection is carried out in the data
plane. If there is an exception, the controller conducts a
global in-depth detection. This method effectively reduces the
communication overhead caused by frequent polling of the
controller.
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(2) We deployed the lightweight detection method in the
data plane and we proposed four new features to characterize
the behavior of LDoS attacks, so as to effectively distinguish
anomalies. These features are lightweight and will not signif-
icantly increase the burden of the switches.

(3) A global in-depth detection method based on path aggre-
gation is deployed in the controller, and the detection model is
established by using Bayesian voting mechanism. This method
depends on the global perspective of the controller, and can
accurately identify attacks and locate the bottleneck nodes that
are affected.

(4) We used the improved Dijkstra algorithm to reroute the
victim bottleneck nodes, so as to complete the mitigation and
recover the link performance. The controller monitors the local
behavior of nodes, quantifies the traffic size of each destination
and the bandwidth capacity of the node outlet port as weights,
and forms the final decision.

Our research gives full play to visibility and policy con-
sistency, and has practical significance in combating LDoS
attacks.

The rest of the paper is organized as follows. Section II
presents the related works, summarizes the current research
status and subsistent bottlenecks, and presents the motiva-
tion of this paper. Section III describes the principles of
LDoS attacks in SDN scenarios. Section IV expounds the
architecture of our proposed framework. Section V covers
the experiments to verify the proposed detection method
and mitigation method, and conducts comparisons with other
methods. Section VI concludes this paper and discusses the
future work.

II. RELATED WORKS

LDoS attacks were first found in 2001 by Asta Networks
after six-month monitoring on Internet2 Abilene back-
bone [18]. Then, Kuzmanovic and Knightly first published
its principle at the SIGCOMM in 2003 [5]. Later in 2004,
the website www.qq.com was attacked by such attack [19].
Although LDoS is a traditional attack, new network scenarios
(such as SDN, cloud data center networks) provide greater
space for such attack [20], [21], [22], [23].

LDoS attacks traffic has the characteristic of intermittency,
with a relatively low average rate, making it difficult to defend
against such attacks with existing methods. LDoS attacks can
avoid detection and prevention more effectively, which brings
new challenges to the research of attack prevention. Traditional
middle-box based DoS attack defense mechanisms lack mon-
itoring flexibility. The characteristics of the separation of
control and forwarding as well as programmable network
behavior provide new ideas for the detection and defense of
LDoS attacks in SDN [24]. Although there have been some
researches on LDoS attacks against SDN architecture [25], the
overall situation is still comparatively insufficient.

Yue et al. [26] have developed two LDoS attack models that
effectively limit TCP throughput and improve attack potency,
urging the defenders to develop corresponding methods from
the perspective of attack and defense game. Cao et al. [20]
used LDoS attack pulse flow to destroy the shared link in



3524

the control path and data path, causing the delay of the
control flow and indirectly affecting the core services of SDN.
Wau et al. [27] verified that LDoS attacks can cause changes in
the essence of network traffic, and also change the eigenvalue
Holder index of network traffic. Based on this, they proposed a
multifractal-based LDoS attack detection method, and detected
LDoS attacks according to the abnormal changes of the Holder
index. Xiang et al. [28] innovatively proposed to use two
new information metrics, the generalized entropy metric and
the information distance metric, to detect low-speed DDoS
attacks by measuring the difference between legitimate traffic
and attack traffic. Xie et al. [29] analysed LDoS attacks
exploiting the limited Ternary Content-Addressable Memory
(TCAM) finiteness of SDN switches, and designed a flow table
overflow prediction module and a flow table item deletion
policy for such attacks, so as to effectively detect and suppress
such attacks. Tang et al. [21] proposed the Histogram-Based
Gradient Boosting and Finding Peaks (HGB-FP) algorithm
framework. In addition to accurately identifying LDoS attacks,
it can also locate attackers through the peak attribute of the
traffic. In [30], Tang et al. used machine learning algorithm
to determine whether LDoS attacks occur by extracting traffic
characteristics, and locate attack sources and victims through
time-frequency analysis. In order to detect and mitigate DoS
attacks against SDN, Gao et al. [31] put forward a defense
framework called FloodDefender, which uses new frequency
characteristics to detect attacks. And the mitigation module
implements three new technologies: table-miss engineering to
prevent communication bandwidth from running out, packet
filter to filter out attack traffic and save computing resources
of the control plane, and flow rule management to elim-
inate most useless flow entries in the switch flow table.
At present, traditional attack detection methods focus on
detecting whether DoS attacks occur in a single aspect, while
ignoring to find the path of the attack flow through the
network. This increases the difficulty to defend against DoS
attacks. Cao et al. [32] presented a detection method based
on Spatial-Temporal Graph Convolutional Network (ST-GCN).
It senses the state of the switch through in-band network
telemetry (INT) sampling, inputs the network state into the
spatiotemporal graph convolutional network detection model,
and finally finds the switch through which DDoS attack traffic
passes. Han et al. [33] put forward a monitoring algorithm
based on flow density and a classification algorithm based on
machine learning, which are deployed on the data plane and
control plane respectively to achieve efficient collaboration
intelligence. Wang et al. [34] proposed a controller scheduling
mechanism called BWManager, introduced a priority mech-
anism based on bandwidth prediction, and designed a new
weighted loop algorithm to handle requests with different
priorities. Imran et al. [35] proposed a simple and lightweight
detection and mitigation system named DAISY to protect
SDN from DoS attacks by blocking malicious traffic from
attackers. El Houda et al. [36] conducted a multi-stage defense
scheme against DDoS attacks. They measured the randomness
of traffic with entropy, and classified it according to entropy.
Li et al. [37] used the random forest algorithm to select the
characteristics of the training data for the BP neural network,
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and improved the Bat Algorithm to build an LDoS attack
detection model. Xie et al. [38] proposed SoftGuard, which
utilizes adaptive Fast Fourier Transform to determine whether
the aggregated TCP throughput has periodicity to confirm the
low-rate TCP attack, and uses the average Euclidean Distance
to accurately identify the attack flow. By installing mitigation
rules in the entrance switch, the identified attack flow can be
effectively suppressed.

Through comparative analysis of existing literature, we find
that most of the defense mechanisms take advantage of the
centralized control and flexible acquisition of the controller
but fail to fully use the global perspective of the controller.
Some machine learning based methods have a high detection
rate, but there may be a certain detection delay. In addition,
the controller needs to frequently poll the traffic statistics
from the data plane switch for attack detection, which will
increase the load of the southbound channel. In order to solve
the problems above, we proposed a cross plane collaborative
overall detection mechanism that extracts new attack features
and conducts lightweight detection and depth detection in
the data plane and control plane respectively. This technol-
ogy examines network behavior from both local and global
perspectives, producing comprehensive conspicuousness. The
data plane is based on the abnormal behavior of the a single
switch’s flow table and controls the abnormal behavior of the
traffic, while the control plane is based on the aggregation
phenomenon of abnormal nodes throughout the network. The
cooperation mechanism improves the overall efficiency of the
system, reduces the frequent polling of the controller, and can
achieve more accurate detection.

III. BRIEF REVIEW OF LDOS ATTACK IN SDN

LDoS attacks under SDN not only affect the throughput
of normal TCP data traffic, but also interfere with control
traffic [20]. Therefore, this attack is more harmful to SDN
than to traditional networks [21]. Commonly, the attacker
first probes the bottleneck link as target using network mea-
surement technologies [20], [22]. Here, the bottleneck link
is a link with small available bandwidth and shared by the
control traffic and the data traffic. The aggregation of multiple
flows facilitates small available bandwidth, such as TCP incast
(many-to-one communication model) [39], the under-provising
in cloud data center network [22]. The in-band development
of controller in SDN forms the shared link. Once a bottleneck
link is determined, the attacker then launches attack data traffic
to fill up the bottleneck buffer. In this case, due to TCP
congestion control on the data channel, the link utilization rate
is extremely low. Moreover, control packets delivered on the
control channel may also be delayed or dropped, which causes
the network functions enabled by the controller to be almost
paralyzed. We illustrate the attack scenario via an example in
Fig. 1.

In Fig. 1, we build an in-band developed SDN network con-
sisting of four switches {S1,S2,S3,S4} and eight host users
{hl7 ho,hs, hy, hs, hg, hy, hg}, where ho and hy communicate
through links ho —S{ —So —hs, while h; and hy communicate
through links hy —S1—S9—hy. We assume that the control path
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Fig. 2. LDoS attack model.

between So and controller C is So—C, the link between S and
So is the shared bottleneck link, h; and ho send normal traffic
to hy and hy. Assume h7 is the attacker who sends LDoS
attack traffic to hg through the bottleneck link. The attack
packets cause congestion in the bottleneck link, and normal
traffic passing through the bottleneck link will be affected.
The traffic from h; and hy (they belong to region of Si) to
hs and hy needs to pass through the bottleneck link, so the
throughput of h; and hy will decrease sharply. LDoS attacks
can also affect the delivery of control traffic. Sy, Sg and Sy
are affected switches, since the bottleneck link is also used
by the control paths S3 — Sy and S4 — Sq. Consequently, the
control messages delivered on these paths may be delayed or
dropped.

As shown in Fig. 2, the LDoS attack can be modeled by
a series of on-off square bursts with rate R, width L, and
period T [5]. The attacker can implement such attacks using
well-configured attack parameters <R, L, 7> [24]. R should
exceed the bottleneck link capacity at least, to induce packet
loss. L should be the same scale of RTT, which makes it long
enough to induce timeout but short enough to avoid detection.
Commonly T should be set to an RTO, by doing so, when
flows attempt to exit timeout, they are faced with another loss.
According to Fig. 2, although R exceeds the bottleneck link,
the average rate (L x R/T) is still low. Therefore, it is called
LDoS attack.

1V. DEFENSE METHOD DESIGN
A. Overall Architecture Design

The purpose of cooperative detection is to reduce the
frequent polling of the switch information by the controller,
and only take further action when the switch detects an
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Fig. 4. Lightweight detection architecture design.

exception. We used the available computing resources of the
switch to complete lightweight detection on the data plane.
And when exceptions are detected, we further performed in-
depth detection on the control plane. The overall architecture
design is shown in Fig. 3.

We extracted the flow table and flow characteristics for
attack detection, so that the detection method can catch the
abnormal situation. The Bayesian voting mechanism is used
for depth detection based on global topology, which enables
the controller to accurately detect LDoS attacks.

B. Lightweight Detection Method

1) Data plane detection architecture: In the SDN environ-
ment with OpenFlow as the communication and interaction
protocol, the OpenFlow switches collect port and flow statis-
tics without additional collection devices. In SDN, when the
switch receives a packet, the packet needs to match the flow
table and be forwarded according to the flow rules. For a new
data flow, that is, there are no match items in the flow table, the
switch will send Packet_ in messages to the controller, the con-
troller will send Packet_ out messages to issue flow rules and
complete the forwarding of the traffic. Reference [40] pointed
out that the data plane has certain programming capability.
The existing OpenFlow switches have one or more Central
Processing Units (CPUs). These processors have extraordinary
computing power and generous unused resources, making it
possible to deploy detection methods in the data plane. The
lightweight detection architecture is shown in Fig. 4.

Firstly, the switch periodically collects flow table
information and flow information and extracts features.
This method detects these indicators in real time. Once the
threshold is exceeded, an exception may occur in the network.
At this time, the switch will send alarm information to the
controller.



3526

2) Feature extraction: In order to reflect the abnormal
characteristics of the flow table, we defined two indicators:
flow table matching mean A and matching popularity D. The
formulas are as shown in Eq. (1) and Eq. (2).

N

A=>"Ci/N M
1=1

D = max(C}) (2)

where C; is the matching times of the i-th flow rule of the
port, and N is the total number of flow rules. Since LDoS
attacks mainly affect TCP long connections, A is featured
by a steady decrease under abnormal conditions. The LDoS
attack is a periodic high-speed pulse. It generally uses small
packet attacks (to improve attack efficiency) and matches the
same flow rules (in order to make the attack packets enter the
queue quickly and avoid the delay caused by the controller).
Therefore, the flow table shows that the value D of a flow is
extremely high during the flow table timeout period.

In addition, we define the entropy value E of bottleneck link
queue change, the formula is shown in Eq. (3).

n

L1+ Ly—P Li+Ly— P
EZ—Z C 10g2 c

3)
i=1

where L is the cache queue at one end of the bottleneck link,
Lo is the queue length of the bottleneck link transmission, P is
the length of congestion packet loss, and C is the capacity of
the bottleneck link. The core idea of LDoS attacks is to attack
the bottleneck link or router and cause instant congestion.
This leads to the loss of many TCP packets, thus forcing the
network to send congestion signals. As a result, the source
side activates the TCP congestion control mechanism, which
adaptively adjusts the size of the sending window and try
to recover to a stable state. Periodic attacks can cause TCP
performance shocks and severely reduce TCP throughput.
Meanwhile, the queue length is extremely unstable and fluctu-
ates significantly. Under abnormal conditions, entropy E will
increase. A threshold-based detection method can be formed
according to the above four features.

LDoS attacks show certain new features under SDN, such as
the impact on the control flow. In order to reflect the abnormal
characteristics of control flow, the influence factor of control
flow transmission capability F is defined, using the formula
shown in Eq. (4).

Al

r Cl
Cl + c—ry

F = @)

where \; refers to the delay of link 1, ¢; refers to the physical
bandwidth of link 1, and r; refers to the available bandwidth of
link 1. LDoS attacks can increase the delay of control flow and
reduce the available bandwidth of link I, causing F' to increase
under abnormal conditions.

The above feature-based detection relies on the threshold
decision scheme. We use an adaptive mechanism based on
EWMA (exponentially weighted moving average) to dynami-
cally update the threshold:

Th(i) = (1-w) x Th(i) + w x Th(i — 1) (5)
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where Th(i) denotes the current threshold for a specific feature,
Th(i—1) denotes the prior threshold and w denotes the weight
ranging from O to 1.

C. Global Detection Method

1) Control plane detection architecture: The control plane
is responsible for network control and information collec-
tion. The control plane’s global view function can enable
real-time monitor and adjustment of the network through
the OpenFlow protocol, and can also collect the global
information. OpenFlow allows the controller to dynamically
specify the forwarding behavior of the SDN switch by
installing flow rules. The lightweight detection made by the
data plane reduces the load pressure on the controller and the
south communication link. This ensures the real-time detection
and enables the controller to make decisions rapidly. The
detection architecture of the control plane is shown in Fig. 5.

After the data plane completes lightweight detection, the
switch that detects the exception sends a report message to
the controller. The message includes the next hop node (Sw.
Next hop) of the abnormal port and the available bandwidth
(Sw. Bandwidth) of the port and reflects the overall state of
the downstream nodes of the controller. According to this, the
controller can obtain two pieces of information: 1) the network
topology formed by the abnormal switches, 2) the location
of bottleneck nodes, that is, where is the minimum available
bandwidth on a path in the network topology. If these switches
that report exceptions have a certain topology relationship
(defined as an aggregation relationship, expressed by the
aggregation index), and the minimum available bandwidth is
at the end of the path, the controller determines that LDoS
attacks occurr. Fig. 6 shows an example of the aggregation
index.

As shown in Fig. 6, all nodes form a topology. From the
global perspective of the controller, A, B, C, D are the switch
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nodes that report exceptions. The exception ports of A, B, C,
and D are Ports 0, 2, 1, and 2 respectively, and the bottleneck
port of D is port 2. Node A and node B’s next hop is exception
node C. At this time, the aggregation index is defined as 1
and the next hop of C is exception node D, and then the
aggregation index is defined as 3 and the next hop of D is
abnormal node E. At this time, the aggregation index is defined
as 4. The four nodes form an abnormal topology with the
bottleneck link at the end of the abnormal topology. At this
time, it meets the conditions that the controller determines the
occurrence of LDoS attacks, and sends control information to
the switch for real-time mitigation. We used Bayesian voting
mechanism to model the aggregation index.

2) Bayesian voting algorithm: In this paper, we utilized
the Bayesian voting mechanism to establish the aggregation
index relationship. The Bayesian voting algorithm places all
test nodes at the same confidence level, meaning that malicious
nodes will also vote positive for abnormal nodes. If there are
a great number of abnormal nodes, the detection rate will be
terribly inferior. To address this issue, we introduced weights
to improve the algorithm. From the global perspective of the
controller, there are N1 normal nodes and N abnormal nodes.
The weight values of normal nodes and abnormal nodes are
as shown in Eq. (6) and Eq. (7).

Ny

Wy = N N, ——— Sw.Bandwidthy (6)
No

Wo = N+ N ——=— Sw.Bandwidthy @)

Among them, Sw.Bandwidth, and Sw.Bandwidthy respec-
tively indicate the available bandwidth of the normal port and
the abnormal port reported by the switch to the controller. The
total number of votes of node v; is shown in Eq. (8).

N1+N2

Z Vl—Wl*Zvjﬁ WMZVJZ ®)

wherein, Wy Z

normal nodes, and Wy * Z —, Vjirepresents the total number
of votes of abnormal nodes The average number of votes of
node v; is shown in Eq. (9).

=1 Vﬂrepresents the total number of votes of

Zﬁlf\’? v;_number
N1+ No

v;_ave_number = 9
. N1+ No ) . .

wherein, im1 v;_number indicates the number of votes

of node v;. The overall average voting value of the network

topology is shown in Eq. (10).

N1+N2
Z’L 1 Vﬂ

10
N1+ No (10)

all_ave_voting =

Therefore, the mean Bayesian voting value of node v; is
shown in Eq. (11).

Bayes_voting(v;)

v;_ave_number x all_ave_voting +ZN1+N2 Vii "
= (11)

v;_ave_number + v;_number
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Algorithm 1 Bayesian Detection Algorithm for Node v;

1: Input: Available bandwidth Sw. Bandwidth of next hop
node of node v;

2: Information base of normal node N;= NULL

3: Information base of abnormal node A;= NULL

4: if time=£0

5. Collect information of all next hop nodes R;

6: end if

7: for j=1 to Number of next hop nodes

8:  if Sw. Bandwidth € N,

9: vij =1,

10:  else if v;; = —1

11: end if

12:  end if

13: end for

14: for i = 1 to Number of nodes

15:  Calculate the voting value voting(v;) of node v;

16:  if voting(v;) — Bayes_voting(v;)| converges to param-
eter o

17: max(lvoting(v;) — Bayes_voting(v;)l) corresponding

to the bottleneck

18: Determine LDoS attacks occur

19:  end if

20: end for

We suppose that voting(v;) represents the voting value of
node v;, if the difference Ivoting(v;) — Bayes_voting(v;)| con-
verges to the parameter o (i.e., it aggregates towards a specific
value), it is considered that the aggregation relationship is
satisfied. Parameter o represents a preset benchmark, which
can be set according to experimental statistics and network
measurements in practice [41], [42]. In addition, this Bayesian
voting algorithm is substituted into the weight formula (5)(6).
This weight is proportional to the bandwidth. If the value
of the bandwidth of node wv; is relatively small, and the
corresponding weight value is also small, the final difference
will be larger, and then the maximum value corresponds to
the bottleneck position (Maximum aggregation index). After
these two conditions are met, the controller will determine that
LDoS attacks occur.

Algorithm 1 shows the specific process of Bayesian vot-
ing algorithm. The controller views nodes’ behavior from
the global perspective and takes the bandwidth reported by
the switch as an indicator. If the connection of node 1
to node 2 is detected as normal, then node 1 to node 2
will vote positively, v;=1. Conversely, v;; = —1. Then
we calculate the voting value voting(v;) of node wv;. If
lvoting(v;) — Bayes_voting(v;)| converges to parameters o
and max(Ivoting(v;) — Bayes_voting(v;)l) (i.e., the aggregation
index is the largest) corresponds to the bottleneck location,
at this moment, the controller determines that LDoS attacks
occurr.

D. Mitigation Mechanisms Based on the Re-Routing Strategy

The existing link recovery and mitigation schemes are
generally divided into two methods, active and passive [43].
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Active link recovery refers to the process where the controller
calculates the corresponding backup path and stores it in
the relevant switch nodes before a failure occurs. When
the link detects an abnormality and generates congestion, it
quickly reroutes the data packets along the calculated backup
path. However, active recovery and mitigation solutions will
occupy the TCAM resource of the switch. The passive link
recovery scheme refers to the operation that when a link
abnormality is detected, the controller calculates and issues
routing commands to the switch node. This paper adopts a
passive link recovery and mitigation scheme, which only takes
the next action when an abnormality is detected in the link and
this scheme does not occupy switch resources. The paper’s
core objective is to improve routing efficiency, shorten link
anomaly time, and restore link performance.

In the SDN architecture, Jiang et al. [44] extended the
Dijkstra algorithm. When solving the single source shortest
path problem, they not only considered the weight of edges,
but also the weight of nodes. This method improves the
routing efficiency. Li et al. [45] used an optimized genetic
algorithm for routing and set objective functions for multiple
QoS parameters. The proposed algorithm effectively reduced
the packet loss rate and latency of the link. Tanha et al. [46]
used a more complex routing strategy based on the ant colony
algorithm, where individuals in the ant colony correspond to
the routing strategy. This process involves continuous iteration
and updating while also setting budget constraints, and then
continuously updates the routing strategy to achieve optimal
results. This method often requires more computing time
while the users’ demand for network services is becom-
ing increasingly time sensitive, making it unrealistic to use
the controller for excessive computation in the presence of
attacks.

After the controller captures the bottleneck position, it will
recalculate the backup path for the bottleneck nodes and
instruct the corresponding switches to install flow rules to
complete the transfer of the data flow from the original bot-
tleneck link. The controller collects the flow table information
of the abnormal switches after calculating the route and
rephrases the forward port in the forward table according to the
calculated new path. Then the controller sends the new forward
table entry into the abnormal switches, guaranteeing that all
the data groupings are forwarded out by the alternate path,
and ensuring the normal communication of subsequent clients.
The mitigation performance is measured by the recovery time,
the available bandwidth and delay of the bottleneck link, the
throughput and delay of the control packets. This paper used
the optimized Dijkstra algorithm to reroute data packets. The
rerouting strategy is shown in Fig. 7.

In Fig. 7, the attacker attacks the bottleneck link S; —So, so
that the request of the normal user User; cannot be responded.
The controller quickly calculates a new path according to the
Dijkstra algorithm, that is, User; —S; —S4 — S5 — Sg — Users.
This effectively mitigates the LDoS attack.

At present, the most widely used controllers in SDN, such
as Ryu and Pox, use Dijkstra as default routing algorithm.
The SDN controller has a global perspective, and through
the LLDP Protocol (Link Layer Discovery Protocol, LLDP)
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Fig. 7. The rerouting strategy.

it can obtain basic information of the network, such as
network topology, bandwidth, latency, etc., forming an overall
resource view. The controller uses the Dijkstra algorithm
to calculate the shortest path from the source node to the
destination node, but this shortest path is not necessarily the
optimal path. The development of SDN and the complex
and ever-changing needs of the real network environment
have increased the difficulty of selecting the optimal path. In
path selection problems, a single metric parameter cannot be
selected as a constraint to make reliable path planning [47].
This will lead to some unnecessary congestion and reduce link
utilization. At the same time, we should not only consider the
reachability of the link, but also take the real-time changing
network parameters into account in the path planning. Then we
should use the characteristics of centralized management of the
controller to plan the most suitable forwarding path. Therefore,
on the one hand, we should save the cost of path consumption.
On the other, it is necessary to consider the performance
changes of the selected link in real-time, measure the traffic
distribution throughout the entire network, and improve the
reliability of routing.

Obviously, the traditional Dijkstra algorithm cannot meet
these requirements, especially when the network is under
attack, the link performance changes greatly and is extremely
unstable. Therefore, improving link utilization is particularly
important. The traditional link recovery scheme does not
consider factors such as traffic scheduling and historical
failures when calculating backup routes. If a suitable backup
path is not selected, it may exacerbate network congestion.
When making routing decisions, the controller often faces the
following problem: the performance indicators of the path to
the destination may vary over time. So the routing decision
system must be able to perceive changes in some performance
indicators, such as capacity, link utilization, and bandwidth.
The centralized controller receives the relevant states of nodes
in the network and forms the final routing decision. In order
to implement a bottleneck node mitigation strategy, it is
necessary to know the traffic size of each destination and the
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Fig. 8. Improved Dijkstra algorithm.

bandwidth capacity of the node’s exit port. In this paper, the
performance indicators of real-time traffic are included in the
decision-making process. Two parameters m; and mg are
defined to represent the traffic size of each destination and
the bandwidth capacity of the node’s exit port, respectively.
These two parameters are used as decision indicators for the
controller to select the nodes included in the optimal path. The
optimized flowchart is shown in Fig. 8.

As shown in Fig. 8, V represents the set including all N
nodes in the network, the set S only contains the source node s,
and T represents all other nodes. Our algorithm first traverses
the distance from each node i in T to s and selects the node
k with the shortest distance. Then, it determines the current
traffic size my of node k and the bandwidth msy of the traffic
exit port, so that the throughput of the bottleneck link is n;
and the bottleneck link capacity is na. If m; < n; and mg >
ng, it moves k from 7 moves into S. Next, it traverses the
distance from nodes j left in T to k, and update the shortest
distance from s to j according to dist[s, j] = min[dist[s, jl,
dist[k, jl+w(k, j)]. If m; < n; and mo > ng is not satisfied,
k is removed, and the left nodes is checked again. Loop the
above process until all nodes are moved to S. Finally, it gets
the shortest path.
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Fig. 9.

Experimental topology.

V. EXPERIMENTAL RESULTS AND ANALYSIS
A. Experimental Environment Configuration

The experimental platform is mainly composed of the
Mininet simulation tool and the Pox open-source con-
troller. Mininet is a standard work simulator for SDN. It
supports multiple versions of OpenFlow protocols and can
create a virtual network containing controllers, switches, hosts
and links. It is the first choice of most researchers at present.
The Pox controller is written in Python language and has a
complete set of programmable interfaces that perfectly support
the OpenFlow protocol. Developers can use the interface
provided by the controller for free design and research. The
hardware used in the experiment mainly includes two physical
hosts with quad-core Intel Xeon CPU ES5504 and 64GB
RAM, which deploy Pox controller and Mininet simulation
network respectively. The experimental topology is shown in
Fig. 9.

According to the attack principle reviewed in Section III,
the experimental scenario commonly considers two folds. One
is that the target link is shared by data traffic and control
traffic, and both the control plane and the data plane are
affected. The other is configuring the link bottleneck and
using a TCP-oriented periodic on-off “square-wave” attack
traffic to decrease the attack rate. As shown in Fig. 9, the
experimental platform consists of six Open vSwitch switches,
one Pox controller and six hosts. In Fig. 9, h; is the attacker,
and ho, hs, hy, hys and hg are all legitimate users. hy sends
attack traffic to hy, hy sends normal traffic to hs, and hg
sends background traffic to hg. We set the bottleneck link
between S3 and S4 with 15Mbps bandwidth and 10ms one-
way delay. The bandwidth of other links is 100Mbps, and
the link delay is 1ms. The background traffic is generated
by the D-ITG [48] tool, while the normal traffic is gen-
erated by the traffic generation tool Scapy [49]. We used
Socket to continuously initiate connections to simulate attack
flow. Unlike the traditional flooding DoS attack, the LDoS
attack does not launch large-scale attack flows, but precisely
designs attack parameters to conceal its behaviors. Here,
we set the attack parameters <R, T, L> to <15Mbps, 1.2s,
400ms>. In addition, we set the size of the switch flow
table to 1500 [50]. Totally, the above network settings and
attack parameters are typical and commonly used by existing
studies [20], [21].
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B. Detection Performance Analysis

In this section, we analyzed the detection performance of
lightweight detection method through quantitative indicators
and the performance of depth detection based on the Bayesian
voting algorithm.

1) Lightweight Detection in Data Plane: In the experiment,
we collected 30 groups of flow table matching mean A under
normal and attack scenarios respectively. The variation of A
is shown in Fig. 10.

Fig. 10 shows that in the attack scenario A has decreased.
These sampling points represent different flow rules. The
attacker successfully matches the flow rules after sending
a large number of packets in the first period, resulting in
an initial increase of A. Before these flow rules expire, the
attacker will send the same packets to the switch. At this
time, there are flow rules installed in the last period, and
no matching is performed. Therefore, in the attack scenario,
the matching times of flow rules will decrease. Under normal
circumstances, the specific access requirements of users have
tremendous randomness, while packets vary in size and may
match different flow rules. Therefore, the matching times of
the i-th flow rule will be relatively high.

We collected 30 groups of matching popularity D under
normal and attack scenarios respectively. The variation of D
is shown in Fig. 11.

Fig. 11 shows that the matching popularity D of a certain
flow rule in the attack scenario appears at a high value. This
is due to the attacker sending a large number of data packets
in the first period, which match a significant number of flow
rules. As a result, the flow table fills up quickly, and the
maximum number of times a flow rule is matched can be
close to the upper limit of the flow rule capacity. Under
normal circumstances, the packet requirements of legitimate
users will match different flow rules randomly, so the matching
popularity of a flow will appear at a low value.

We collected 30 groups of data on the influence factor F of
control flow transmission capability under normal and attack
scenarios respectively. The variation of F is shown in Fig. 12.

SDN architecture with in-band deployment [26] has
attracted an increasing number of attention due to its positive
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flexibility and economic deployment. However, in the SDN
with in-band control [51], [52], the control flow and data
flow share a physical link for forwarding. Since the attack
can increase the delay of the control flow and reduce the
available bandwidth of the link, the transmission capability
impact factor F of the control flow in the attack scenario
remains at a high value (15-25). In normal scenarios, legitimate
users send requests to match flow rules, and the controller
sends commands to instruct the switch to take action, resulting
in legal delay and bandwidth occupation, and then F appears
at a tremendously low value.

We collected 30 groups of the entropy value E of bottle-
neck link queue changes under normal and attack scenarios
respectively. The variation of E is shown in Fig. 13.

Fig. 13 shows that the entropy value E of the bottleneck link
queue change remains at a high value under attack scenarios.
LDoS attack traffic causes periodic packet loss of normal TCP
traffic and creates different levels of network congestion. This
continuously triggers the TCP congestion control mechanism,
making the congestion control window at the normal TCP
sending end always in a small state, thus resulting in a sharp
drop in the TCP throughput of the victim host. The link will be
in a cycle of congestion - packets loss - recovery — congestion.
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This makes the queue length extremely unstable and change
greatly. Under abnormal circumstances, the entropy E will
increase. In normal scenarios, the packet loss of the link is
within a reasonable range. A threshold-based detection method
can be set according to the above four features.

2) Depth Detection in Control Plane: In the experiment,
we collected 30 groups of the value of Ivoting(v;) —
Bayes_voting(v;)| as shown in Fig. 14.

At the initial stage of detection, the value of Ivoting(v;) —
Bayes_voting(v;)| fluctuates from around 0.32 to 9.66. After
we injected attacks at the 15th second, it increases sharply and
then stabilizes. We repeated the experiments, each time using
the same experimental settings, and collected 20 groups of test
results when attacks occur, which are shown in Fig. 15.

Fig. 15 shows that the value of Ivoting(v;) -
Bayes_voting(v;)| is stable at about 31, so we set the value
of 0 to 31. We compared the method proposed in this
paper with other detection methods by conducting extensive
experiments, which further proves that our method has
excellent performance in real-time and detection rate. Also, it
reduces communication overhead and CPU utilization of the
controller.

Table I presents the real-time performance and detection
rate. Here, real-time refers to the detection time cost.
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Fig. 15. The value of Ivoting(v;) — Bayes_voting(v; )l when LDoS attacks
occur.
TABLE I
DETECTION PERFORMANCE
Approach Pp (%) Prv (%)  Prp(%)  Detection time (s)
XGBoost 98.8 1.8 23 2.8
AdaBoost 97.9 2.1 1.9 33
HGB-FP [21] 96.2 3.0 4.0 2.7
BA-ANN [37] 98.7 1.4 35 1.6
SoftGuard [38] 96.0 5.1 2.2 32
Our method 99.1 1.0 1.4 13

Our detection method was compared with other existing
methods on the same experimental platform. XGBoost and
AdaBoost are commonly used machine learning algorithms
that boost multiple weak learners into one strong learner, with
high detection rates but longer detection time. The HGB-
FP algorithm has higher complexity, longer detection time,
and higher false alarm rate due to the input of a large
number of feature values. The BA-ANN algorithm selects
the features to be trained through the ANN neural network
model, and constructs a detection model through the Bat
iterative algorithm. The time complexity is small, but there
is a high false alarm rate. The SoftGuard algorithm utilizes
fast Fourier transform to analyze convection, and the time-
frequency domain conversion increases a certain detection
delay. It can be seen that our method not only has a high
detection rate Pp, a low false negative probability Py and
a low false positive probability Pgp, but also has preferable
real-time performance. The detection time is shorter, and the
controller no longer interacts with the switch frequently during
global deep detection, which greatly shortens communication
delay and maintains a relatively low detection time. This
method is suitable for cross-plane detection.

Next, we assess the extra communication overhead induced
by our method. The communication overhead is defined as the
throughput of the southbound interface. Test results are shown
in Fig. 16.

Our method only sends a warning message to the controller
when abnormal flow is detected on the data plane, then
the controller begins to perform in-depth detection. In this
way, the communication volume of the southbound interface
approaches 0 under normal circumstances. When LDoS attacks
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are launched at the 15th second, the coarse-grained detection
method in the data plane first detects the abnormality and
triggers in-depth detection in the control plane. This increases
the communication overhead of the southbound interface..

The communication overhead further effects the CPU uti-
lization of the controller. We test the impact on the controller
CPU in the circumstance where we executed the cross plane
collaborative detection strategy as shown in Fig. 17.

Fig. 17 shows that the CPU utilization of controller remains
at a relatively low value (below 10%). The lightweight detec-
tion method is executed on the data plane, occupying only
the computational resources of the switch, and not imposing
significant load pressure on the controller. When the switch
detects the abnormality at the 15th second, it will only
report it to the controller. The controller then analyzes and
calculates the received information and performs global in-
depth detection. At the same time, the real-time detection is
high, so the CPU usage time of the controller is short and thus
the CPU utilization rate remains at a low value. The CPU of
the controller gradually rises to 10%.

In addition, we compared the average communication over-
head and CPU utilization with those of other methods as
shown in Table II.
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TABLE II
MEASUREMENT OF CONTROLLER LOAD

A h Communication Average CPU
pproac overhead (Bytes/s) utilization (%)
SAIA [29] 2132 8.5
FloodDefender [31] 1459 11.0
BWManager [34] 2026 20.0
DAISY [35] 1923 10.1
Our method 1068 3.5

Our proposed method implements feature extraction in the
data plane, consuming only the computation resources of the
switches and not putting great load pressure on the controller.
The controller will initiate the detection algorithm based
on Bayesian voting when the switches detect abnormality
with less computation. DAISY is applicable to threshold
detection, so this method has a low CPU utilization in the
initial stage. However, once an attack occurs, it will block
the defense. Every time an attack is detected, the blocking
time will be extended, resulting in a long CPU utilization
time. The detection and defense methods of both BWManager
and FloodDefender are based on neural networks. These
two algorithms have high complexity and are deployed in
the controller, resulting in slightly higher CPU utilization
of the controller. The CPU resources occupied by SAIA
attack detection and defense system showed a linear increase.
In the experiment, we configured LDoS attacks on host hy
and captured all data packets from the southbound interface
using wireshark. This paper separates the lightweight detection
stage from the deep detection stage, enables the analysis of
traffic to be completed on the data plane and identifies the
occurrence of abnormal situations in the first place. This
reduces the southbound communication overhead of SDN. The
in-depth detection stage is deployed on the control plane, fully
utilizing the computational power and global perspective of
SDN architecture. The communication overhead of our method
is significantly lower than the other four methods.

C. Mitigation Performance Analysis

The controller identifies the LDoS attack, discovers the
bottleneck position and launches the mitigation mechanism
by implementing the Dijkstra algorithm. Our attack mitigation
method inevitably brings extra time overhead. Fortunately,
existing studies have validated that Dijkstra algorithm has the
advantages of fast convergence and robustness [53], [54], [55].
For example, [56] indicated that calculating intra area routes
using Dijkstra algorithm took no more than tens of millisec-
onds on common routers, and [57] indicated that the average
convergence time decreased with the number of failure links
grows. To validate the performance of our proposed method,
we tested the recovery time of the bottleneck link. The test
results are shown in Fig. 18.

The link recovery time includes the time to calculate the
route, the time to install the forwarding rule to the switch on
the backup path, and the time to migrate the flow to the backup
path. Fig. 18 shows that the recovery time of bottleneck link
maintains a value of about 40ms. The controller does not
need to interact with the switch, and it actively installs new
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flow rules to the switch, ensuring that SDN can recover its
performance as soon as possible after encountering attacks.
The available bandwidth of the bottleneck link is shown
in Fig. 19 and the delay of the bottleneck link is shown in
Fig. 20. In the experiment, the data from the Ist to 10th
second is collected after sending normal traffic. From Fig. 19
and Fig. 20, it can be seen that the available bandwidth and
delay of the bottleneck link are within the normal range of
change. Under normal circumstances, the average throughput
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of the bottleneck link is about 13Mbps, and the average delay
is about 15ms. The data from the 10th to 20th second is
collected after sending attack traffic. The average throughput
of the bottleneck link under the attack is about 1.5Mbps, and
the maximum delay can reach about 10000ms. This indicates
that LDoS attacks will affect normal TCP connections through
the bottleneck link. The data from the 20th to 30th second
is collected after the mitigation mechanism is activated. The
average available bandwidth of the bottleneck link is about
11Mbps, and the average delay is about 22ms. The above
results indicate that the mitigation mechanism proposed in this
paper helps to reduce network congestion, thereby increasing
the available bandwidth of the bottleneck link and reducing
the transmission delay of the link.

Since LDoS attacks can interfere with the transmission of
control traffic, we validate the recovery effect of the mitigation
mechanism on control flow in experiments. Fig. 21 and
Fig. 22 show the throughput and delay of control packages.
Throughput is defined as packets per second (pps) on the
southbound interface. Delay is defined as one-way delay of a
packet transmitted from the controller to its directly connected
switch.

In order to test the throughput of the control flow, we
made the controller generate 2000 control packets per second
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TABLE III
COMPARISON OF MITIGATION MODEL PERFORMANCE

Available

. bandwidth
Method Recovery time (Recovery Delay

percentage)

Extended o

Dijkstra [44] 43ms 75.6% 37ms
NSGALII [45] 58ms 76.1% 30ms
ACO-R [46] 72ms 82.3% 28ms
Our method 40ms 84.6% 22ms

to switch S7 in the experiment. As shown in Fig. 21, under
normal circumstances, the throughput can reach 2000 packets
per second. The data before the 15th second is the collected
data after sending attack traffic, and the data after the 15th
second is the collected data after activating the mitigation
mechanism. In the case of attack, the throughput of the control
packets becomes extremely unstable and may even drop to
0 due to the timeout retransmission mechanism. After the
controller detects the attack, it initiates a mitigation mechanism
to reduce network congestion. After the attack defense method
takes effect, the throughput of the control packets quickly
returns to normal level, and stabilizes at about 1831pps, which
is 91.5% of the normal situation.

As shown in Fig. 22, the average delay of the control
packets under normal circumstances is 3.21ms. The average
delay of the control packets under attack is about 300 times
higher than that under normal scenarios. The delay is mostly
less than 8ms without attacks, and fluctuates widely between
8ms and 1800ms under attacks. The data after the 15th second
is collected after the deployment of the mitigation mechanism,
and the average delay of the control packet is reduced to
about 30ms. The above results indicate that the mitigation
mechanism proposed in this paper helps to reduce network
congestion, thereby improving the throughput of the control
packets and reducing the transmission delay of the control
traffic.

In order to further verify the performance of the mitiga-
tion method proposed in this paper, it was compared with
other routing algorithm models, and the results are shown in
Table II1.

The Extended Dijkstra method [44] extends the original
Dijkstra algorithm by considering the weights of nodes and
edges simultaneously. During network changes, some nodes
may not be suitable as a certain hop point for the optimal
path, resulting in low computational complexity. Therefore,
the recovery time for bottleneck links is shorter, but the
available bandwidth and delay recovery ratio are lower. The
NSGAII [45] method obtains QoS parameters on the link
through monitoring, and then establishes a multi-objective
function optimization model based on the bandwidth require-
ments of the new data flow to find the optimal path, thereby
alleviating network congestion. However, due to the mutual
constraints between multiple objectives, the algorithm struc-
ture is more complex and the recovery time is longer. During
the optimization process, the progress of the optimization of
each objective is inoperable, resulting in relatively low per-
centages of available bandwidth recovery and delay recovery.
ACO-R [46] deployed a routing algorithm based on the ant
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colony algorithm which includes continuous iteration and
update, thereby requiring more computational time. Therefore,
the recovery time on bottleneck links is slightly longer, while
the available bandwidth recovery and the delay recovery effect
are both higher. Due to the fact that LDoS attacks can reduce
the throughput of a certain node, this paper uses the traffic
size of each destination and the bandwidth capacity of the
node’s exit port as decision indicators for path selection. After
the controller detects the attack, it immediately reroutes the
bottleneck node based on the information reported by the
switch, ensuring the real-time and efficient recovery without
occupying too much CPU of the controller. The recovery time
of the link is about 40ms and the available bandwidth and
delay of the link can be restored to a higher proportion.

VI. CONCLUSION

SDN conducts an unconventional concept which realizes
the separation of control and forwarding, breaks the closure
between different devices in the traditional network, and
shortens the network deployment cycle. LDoS attack is one
of the fundamental threats faced by the SDN. This paper
proposed a cross-plane cooperative detection method against
LDoS attacks. We deployed lightweight detection methods
in the data plane. The data plane can conveniently count
each flow separately. We determined whether there is an
exception based on four characteristics. We conducted in-depth
detection based on Bayesian voting mechanism according to
the information reported by the switch. After detecting the
attack, the controller recalculates the route to the bottleneck
node to complete mitigation. The proposed method makes
full use of the global perspective of the controller, improves
the detection rate, and effectively reduces the controller load
and detection delay. In the future, four aspects are worth
researching. 1) Taking advantages of SDN to further improve
the other performance of Dijkstra algorithm (e.g., link failure
tolerant, load balance, et al.). 2) Combining moving target
defense with SDN. The global view of the controller in
SDN can promote the effectiveness of moving target defense,
thereby increasing the complexity and cost of attacks and
reducing the attack success rate. 3) Constructing attack mit-
igation strategies by resource allocation. When the attack
traffic is detected, the network traffic can be migrated from
the victim bottleneck switch to other switches, and then the
idle resources of these switches can be used to mitigate
attacks. 4) Further exploring other possible low rate DoS attack
models in SDN, precisely characterizing their behaviors and
developing effective countermeasures.
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