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Abstract—Network Black Holes (BHs) are logical failures that
create a service disruption for a subset of traffic flows, generally
due to device misconfiguration. Detection of a BH is a hard
task due to its specific nature: the infrastructure is up and the
disconnection affects a limited number of flows. An example of
BH is the one caused by the failure of the Path MTU Discovery
procedure in IPv6. The Segment Routing (SR) Architecture is
an overlay infrastructure that provides source routing support
by exploiting the connectivity service offered by the underlay
IPv6 (SRv6). Thus, SR inherits the problems related to BHs
affecting IPv6. In SR this problem is even more stressed due
to the encapsulation mechanism that is required to enforce the
segment lists on packets. Even worse, existing active probing
based tools to detect network BHs for IPv6 are not suitable in
SR. In this paper we investigate the problem of detecting SR
Black Holes in SR domains. As first, we provide an experimental
demonstration of the creation of an SR Black Holes. Then we
show that existing tools based on active probing are not suitable
to detect SR BHs. Then, a passive framework named Segment
Routing Black Holes Detection (SR-BHD) is introduced. SR-BHD
makes use of specific traffic counters available in SR capable
nodes to verify the validity of the flow conservation principle
on each network element. Experimental evaluation carried out
through simulation and emulation shows the effectiveness of SR-
BHD in detecting the presence of SR BHs.

Index Terms—Segment routing, network black hole, failure
detection, network monitoring.

I. INTRODUCTION

THE ADVENT of the Network Function Virtualization
(NFV) paradigm and the need to create complex services

by configuring the Service Function Chains (SFCs), have
pushed forward routing technology enhancements. With ref-
erence to the control plane functionalities the introduction of
the Software Defined Networking (SDN) has allowed the def-
inition and implementation of efficient and flexible routing
algorithms. Considering the data plane, this requirement is
efficiently provided by the Segment Routing (SR) architec-
ture [1]. SR leverages the concept of source routing to let the
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source node to declare the set of instructions (either topologi-
cal or service based) to apply on each packet. In particular, SR
defines a powerful network programming model [2] that offers
an unprecedented expressiveness in the definition of network
programs to be applied on traffic flows. An instruction, referred
to as segment in the SR jargon, allows to specify the type of
function to execute (and eventually to pass a set of arguments
as input) and the node that has to perform it, also known to as
locator. A network program is then represented by a segment
list, i.e., an ordered list of segments.

To reduce the burden of network nodes and make the archi-
tecture scalable, network programs are directly inserted in the
packet header. In particular, since SR uses the IPv6 data plane
(SRv6, [3]), the segment list is included in a new extension
header named Segment Routing Header (SRH). So, the flexi-
bility of the SR architecture comes at the price of an overhead
increase. If, on one hand, this cost is affordable considering the
more and more growing of the backbone link capacities, on the
other hand longer packets being transported over an IPv6 data
plane causes potential creations of anomalies in the packet for-
warding. In fact, it is well known that IPv6 has problems [4]
with the correct handling of the Maximum Transmission Unit
(MTU), since the fragmentation operation is allowed only at
the source node. Communication failures due to silent discard
of too big packets are known in IPv6 to as black holes [5].

The working principle of SRv6 further stresses the issues
related on MTU constraint violation in IPv6. It is strongly
suggested within an SR domain [3] to use a greater MTU
value than the one at the ingress edges. Furthermore, efforts
to reduce the overhead required to enforce a network program
on packets have been recently made by defining the concept of
microSIDs [6]. In a nutshell, a microSID is a special instruc-
tion able to encode a whole segment list into a single segment
identifier. Nevertheless, while following the recommendation
specified in [3] and using the microSIDs, the risk of network
black hole events can be reduced, the problem is still present.

There are several factors that contribute to the creation of a
black hole. Among those, the most critical one is that network
programs can potentially be enforced at every node in the
network on the basis of the verification of a logical condition
(e.g., re-routing policy to bypass a failed link [7], or redirect
traffic in case of Virtual Machine migration [8]). To better
explain this concept, let Δ be the difference between MTU
of the bottleneck link in the SR domain and the length of a
packet that is entering the domain. A black hole can happen if
the overhead O due to the enforcement of network programs
on the packet becomes greater than Δ. It is evident that the
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recommendation specified in [3] aims at increasing Δ, while
the use of microSIDs tries to reduce O.

In [9] we have conjectured the existence of a silent network
failure in SRv6 due to the MTU constraint violation, i.e., an
SR Black Hole. Furthermore, we have discussed through an
application example that classical detection tools using active
approaches (i.e., the transmission of probes) fail in diagnosing
the presence of an SR Black Hole. These methods work accord-
ing to the fate sharing paradigm, i.e., they assume that probe
and data packets share the same network “fate.” Unfortunately,
since SR architecture follows a policy routing approach, there
is no guarantee that probes and data packets follow the same
path. Consequently active detection tools are not suitable in
case of SR Black Holes.

In this paper we address the problem of detecting MTU
related black holes in an SRv6 network. In particular, we
propose a passive monitoring framework that is able to accu-
rately detect the presence of SR Black Holes, providing as
output a short list of suspected link/flow pairs, i.e., the list
of flows impacted by black holes and the links causing such
black holes. The proposed framework, named Segment Routing
Black Holes Detection (SR-BHD) uses a passive approach
based on the observation of traffic counters available in SR
capable nodes [10]. The present paper extends the seminal idea
presented in [9], by achieving the following improvements:
• we prove, through an experimental demonstration, the

existence of SR Black Holes, that was conjectured in [9];
• we show that SR Black Holes cannot be trustworthy

detected by means of an active probing based tool;
• we extend the framework presented in [9] to make it

work also in realistic scenarios where multiple sources
of packet loss exist;

• we define a procedure based on the availability of extra
information provided by specific SR traffic counters, to
improve the performance of SR-BHD;

• we run an extensive evaluation, including a sensitiv-
ity analysis, to assess the performance of the proposed
framework in terms of SR Black Holes detection;

• we present a prototype implementation to validate the
effectiveness of the detection through the proposed pas-
sive approach.

The rest of the paper is organized as follows. We review the
literature in Section II. The experimental demonstration of the
existence of the SR Black Hole and the inability of detecting it
through an active approach is presented in Section III. Section IV
introduces the proposed passive monitoring framework, while
the performance evaluation through simulation is presented in
Section V. The validation over the real testbed is discussed in
Section VI. Finally, Section VII concludes the paper.

II. RELATED WORKS

In this section we provide an overview of the research activ-
ities related to network black holes. In particular, we divide
the literature in two categories: i) known types of network
black holes and existing frameworks for their detection, and
ii) performance measurements tools in the context of Segment
Routing architecture.

A. Network Black Holes and Detection Frameworks

As defined in [11], network black holes are silent logical
failures, often caused by events such as misconfiguration or
software bugs. Among the different causes, the use of over-
lay architectures seems to be a common accelerator for the
creation of black holes. A first example is reported in [12],
where different failure modes that lead to the occurrence of a
black hole are presented, in the context of an IP over MPLS
infrastructure. In this scenario, failures affecting the Label
Distribution Protocol (LDP) execution can create a black hole,
due to the fact the underlying IGP domain is working correctly,
while end to end reachability is compromised.

The present work is focused on black holes occurring in
an SRv6 network due to the violation of the MTU constraint
caused by the failure of the Path MTU Discovery (PMTUD).
The different types of failure modes for the PMTUD procedure
are described in [5]. Among those, the most common one
is represented by unresponsive routers, that are configured to
not send ICMP Packet Too Big (PTB) messages back to the
source node whenever a packet with a length exceeding the
MTU is received. Many different detection systems have been
proposed to detect the presence of network black holes in
different contexts. All of them rely on the active test of the
network status through the sending of probes. In the next we
describe some of the most relevant detection tools.

In [11] an active probing detection mechanism is defined; it
is able to detect network black holes occurring in an IP/MPLS
backbone. A full mesh of probes are periodically exchanged
among the edge routers. The method is based on the concept
of failure signature, that represents the set of probes that are
lost in case a black hole occurs in a specific link. Then, spatial
correlation is exploited to identify a set of suspicious links. In
particular, all the links whose failure signature is close to the
actual set of failed probes are inserted into an hypothesis set.

One of the most reliable tools to discover PMTUD failures
is Scamper [5]. Scamper is a two steps procedure to determine
either the largest MTU that can be used on a end to end path,
and to discover (in case of a failure) what is the router that is
not participating to the PMTUD. Both the phases of Scamper
are based on the enforcement of probes along the end to end
path to check. These probes consist in a set of UDP segments
destined to an unused port, when performing the first step,
whereas a set of ICMP Echo messages destined to intermediate
routers are used in the second phase.

Netalyzr is presented in [13], it is a network measurement
and debugging tool to monitor the Internet. The architecture is
provided with a set of pre-installed applets; one of these aims
at determining the path MTU toward a destination server. This
search is based on a process that emits a set of UDP probes
to the target destination.

Ripe Atlas [14] is a worldwide monitoring infrastructure
based on the use hardware probes placed in the so called van-
tage points. In [4] Ripe Atlas has been used to discover path
MTU black holes in the Internet, with the specific focus of
assessing the main causes and the most affected data plane
protocol. The obtained results show that black holes due to
failure in the PMTUD procedure affect both the IPv4 and the
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IPv6 data planes. Specifically, Ripe Atlas is able to detect the
main causes and the location of these failures, such as PTB
messages and fragmented packets filtered by firewalls.

In this paper we extend the seminal idea described in [9],
i.e., a passive approach based on the elaboration of traffic-
related data available in SRv6 network devices. This approach
has already been successfully applied in the past to identify
and detect network anomalies and failures. As an example,
in [15] the network tomography is exploited to identify anoma-
lous traffic flows, while [16] that defines a statistical analysis
based on Signal Processing techniques and applies it over
SNMP MIB data in order to detect different types of network
anomalies, such as, file server failure due to abnormal user
behavior or protocol implementation errors. Nonetheless, no
passive monitoring tool has ever targeted the detection of SR
Black Holes.

B. SR Performance Measurement Tools

SR architecture provides a set of Operation And
Maintenance (OAM) tools that Network Operators can use
to measure the performance of their infrastructure, execute
troubleshooting operations, and so on. Here we report few
examples. In [17] it is presented a scalable and topology-
aware data-plane monitoring system for SR-MPLS. Ping and
Traceroute for SR networks are defined in [18]. Bidirectional
Forwarding Detection (BFD) to test the aliveness of Segment
Routing Policies for Traffic Engineering is presented in [19].

SR capable nodes are able to collect statistics on the traf-
fic by exploiting a set of traffic counters called SR Routing
Traffic Counter (SRTCs), allowing to perform traffic measure-
ments at different granularity. By means of SRTCs an SR node
is able to collect statistics on the received traffic flows aggre-
gating them according to the active segment. Three different
types of SRTCs are used in the proposed framework: i) SR-
INT, ii) PSID, and iii) POL. SR-INTs (also known to as link
counts) account the traffic at link granularity, i.e., they measure
the amount of SR traffic that is sent over a specific link. By
means of the PSID counters, an SR capable node can account
the amount of received traffic that is directed toward a spe-
cific node. Finally, POL counters keep track of the amount
of traffic that has been steered through a specific SR policy.
These counters are described in detail in [20], where the log-
ical relations between them are captured by a mathematical
model. Exploiting this model, the Authors show SRTCs can
successfully used to improve the performance of existing algo-
rithms in different networking problems (e.g., Traffic Matrix
Assessment, Traffic Anomaly Detection, etc.). The present
paper is strongly based on the findings reported in [20].

In [21] an SRv6 Performance Monitoring (SRv6-PM)
framework is proposed, allowing to perform a deep
performance monitoring on an SRv6 infrastructure. Three
main components are defined: i) a set of data plane tools for
performing traffic measurements (e.g., packet loss, delay) at
line rate, ii) a control plane logic that requires to the network
nodes to perform specific measurements (and a southbound
interface for the data/control plane interaction), and iii) a
Cloud Native Big Data Management system for data storage,

processing and visualization. As use case for the validation
of SRv6-PM, the fine grained measurement of the packet loss
level affecting a single SR flow is considered. To measure the
amount of packets that are lost for a specific flow, SRv6-PM
exploits SR traffic counters instantiated at the ingress and
egress nodes. Specifically, the difference among these two
counters represents the overall number of lost packets for the
target flow.

SCMon [22] is a network wide monitoring system that
allows to check the health status of links. It exploits the source
routing and the flexibility achieved by SR to create a set of
monitoring cycles where to send probes to the aliveness of
each them. By properly designing the different cycles it is pos-
sible to precisely localize a failed link. Furthermore, SCMon
exploits adjacency SIDs of SR to test the status of IP links
composed by bundle of connections at layer 2 (the inability
to do that is a major drawback of the classical systems based
on Bidirectional Forwarding Detection, BFD).

C. Segment Routing Background

Segment Routing (SR) [23] is a novel network paradigm
based on source routing, i.e., the source node decides the path
that each packet has to go through. The end to end paths are
encoded as an ordered list of instructions, also referred to as
segments. Thus the full list of segments is named Segment
List (SL). Segments are expressed as labels, named Segment
IDentifiers or SIDs. In the case of SRv6, the underlay data
plane is based on IPv6 and a SID is an IPv6 address.

In SRv6 packet forwarding works as follows. When the bor-
der router receives a packet, it has to steer it over a specific
SL. This last is chosen according to a given SR Policy. After a
packet has been processed according to a matched SR Policy,
its most external IPv6 header is extended by the inclusion
of a SR Header (SRH). This last containing the SL and a
pointer identifying the active segment, i.e., the current SID to
be used for packet forwarding. In particular, the active segment
is copied in the destination address field of the outer IPv6
header. Transit routers forward incoming packet by inspect-
ing the IPv6 destination address of the outer header. Once the
node having the same SID of the active segment is reached, the
SID-related function must be applied (many functions can be
defined). A common function is the END one, which implies
that the active segment has to be updated, thus the pointer
moves to the next SID in SL. A further action that can be per-
formed is the enforcement of a SL by inserting a new policy.
Finally, before the packet leaves the SR domain, the SRH has
to be removed.

III. EXPERIMENTAL DEMONSTRATION OF POSSIBLE

EXISTENCE OF SR BLACK HOLES

The goal of this section is twofold: i) to experimentally
demonstrate the existence of possible SR Black Holes in an
SRv6 networks, and ii) to show that active probing based tools
are not trustworthy for detecting such a type of failures.

The test is conducted over an emulated network, created
through virtual routers supporting SRv6 as data plane tech-
nology. Vector Packet Processor (VPP) [24] with SRv6 plugin
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Fig. 1. Reference scenario.

TABLE I
MAIN FEATURES OF THE POLICIES CONFIGURED

IN THE EMULATED NETWORK SCENARIO

has been used. The experimental topology is shown in Fig. 1.
The SRv6 domain is composed of 6 nodes, identified by the
locators reported in the figure. Two hosts (A and B) are con-
nected through the SRv6 domain. MTUs of the access links
are equal to 1300 Bytes, while MTUs of the internal links are
equal to 1500 Bytes, except the link between nodes C3 and
C4 that has a lower MTU, equal to 1400 Bytes. We highlight
that the considered setting for the MTU is compliant with the
recommendation reported in [25], which suggests to configure
MTUs of the links internal to the SR domain bigger than those
associated to the external links.

Two SR policies, named pol_1 and pol_2, are configured in
the head end node E1. The two policies are reported in Tab. I.
In the considered scenario, the two policies impose two levels
of reliability of network paths: pol_1 is used for a high relia-
bility traffic, while pol_2 is associated to the regular traffic. In
particular, for each link crossed by the path imposed through
the pol_1, a backup path allows the link bypass in case of
failure. As an example, pol_3 reported in Tab. I is configured
in node C1; in case of failure of the link between nodes C1
and C2, the policy imposes a re-routing of the packets over
an alternative path (C1-C3-C4).

To verify the existence of the SR Black Hole two traffic
flows are created between hosts A and B. The first one is a
TCP connection that requires a reliable transfer through the
SRv6 domain. This requirement is satisfied by adding a traffic
classifier in the node E1 that steers the packets belonging to
the TCP connection along the path specified by the policy
pol_1. The second one is a series of ICMP Echo Requests,
that are sent over the regular path by means of policy pol_2.
The experiment is repeated two times: the first execution is
performed without the introduction of link failure events, while
in the second run the link between nodes C1 and C2 fails.

As expected, no black hole has been experienced in the first
case. In this situation, the lowest MTU of the links belong-
ing to the path followed by the TCP connection is equal to
1300 Bytes, while the overhead imposed by the use of SRv6

Fig. 2. Snapshot of the Iperf window on client node.

Fig. 3. Snapshot of the Iperf window on server node.

is equal to 96 Bytes.1 Since the MTU of internal links of
the SRv6 domain crossed by the TCP connection is equal to
1500 Bytes, then no MTU violation happens and the flow is
correctly delivered to the destination.

A different situation happens when policy pol_3 is used to
detour the traffic due to the failure status of the link between
nodes C1 and C2. In this case the overhead due to SRv6 pro-
cessing is equal to 176 Bytes. The smallest MTU among the
links belonging to the overall path followed by packets of the
TCP connection is still equal to 1300, which is the largest size
of packets injected in the SRv6 domain. At the same time, the
bottleneck MTU inside the SRv6 domain is now equal to 1400
Bytes (due to the detour, the link C3-C4 is now crossed by
the TCP connection). In this situation the packets sent through
the link C3-C4 have an overall length of 1476 Bytes, which
exceeds the MTU, thus leading to a large quantity of pack-
ets to be silently dropped. Fig. 2 shows the Iperf window at
the client side of the TCP connection, where it can be seen
the amount of traffic sent and the considered MSS. As shown
in Fig. 3, the traffic is not received by the server due to the
SR Black Hole. It is worth noting that the TCP connection
has been successfully established, due to the small size of the
messages exchanged during the three way handshake proce-
dure. Furthermore, the ICMP traffic, which is also crossing
the link C3-C4, is correctly delivered to the destination.

Summarizing, the previous experiment has proven the exis-
tence of a SR Black Hole. Clearly, this is an anomalous event
that could happen only in case the network is not correctly con-
figured. For instance, in the proposed experiment the sending
of ICMP PTB messages was disabled (default configuration
in VPP). This suggests that the SRv6 domain must be care-
fully configured in order to avoid the creation of SR Black

140 Bytes for the outer IPv6 header, 8 Bytes for the SRH and three SIDs
each one having a length of 16 Bytes.
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Holes, either enabling the sending of ICMP PTB messages
on the nodes, and to properly design the policy enforced on
the incoming flows. Clearly, misconfiguration is an unplanned
and unwanted event, and generally [26] it is extremely hard
to be found and corrected. For this reason, in this work we
define a framework to help Network Operator to detect SR
Black Holes.

A. Applying Active Probing Tools to Detect the SR
Black Hole

The experimental demonstration about the existence of the
SR Black Hole has been carried out in a non collaborative
network environment, i.e., nodes that do not send ICMP PTB
messages. In this subsection we use the Scamper tool [5] to
determine its effectiveness in the correct detection of the path
MTU. Scamper has been though to detect MTU related black
holes in a non collaborative network. It exploits a traceroute
like mechanism to accomplish two different tasks: i) find the
link where the black hole occurs, and ii) determine the bot-
tleneck MTU. UDP probes are sent along the path between
the source and the destination nodes. At first, small UDP
probes are sent to test whether the destination is actually reach-
able or not. Next, a PMTUD process is executed by sending
probes with increasing size. In order to deal with unrespon-
sive nodes, Scamper uses a timeout mechanism: if an answer is
not obtained at the expiration of the timer, it assumes that the
packet has been silently dropped due to the MTU constraint
violation. After two consecutive timeout events, Scamper starts
determining the maximum size for packets that is supported.
In particular it exploits a table of well known MTU values to
speed up the process: when a given packet length is detected
to exceed the MTU (through the timeout mechanism), the next
MTU is fixed equal to the smallest value among the previously
tested packet lengths. Once the path MTU value is determined,
a traceroute like procedure is used to determine the hop where
the bottleneck link is located. Probes size is set bigger than
the path MTU and the Time To Live (or Hop Limit in case
of IPv6) is incrementally increased. As soon as ICMP Time
Exceeded messages are not received, the bottleneck link is
found: it is the one connecting the last responding node with
its next hop.

A first observation arising from using Scamper in our sce-
nario is that, due to the IP in IP encapsulation performed by
the ingress node of the SRv6 domain, the Hop Limit based
mechanism for the detection of the location of the bottleneck
link does not work whenever this node belongs to the SRv6
domain. In fact, after the encapsulation the Hop Limit of the
outer header is set to the default value, that is larger than the
one reported in the inner header.

Next we detail the results that we have obtained by using
Scamper in the network scenario shown in Fig. 1. The MTU
values tested by Scamper at each iteration of its execution are
shown in Fig. 4. The value assumed in the last iteration is the
one reported as output to the source host, that will generate
packets accordingly.

Two experiments are conducted. In the first one, we leave
the network configuration unchanged with respect to the

Fig. 4. MTU assessment procedure followed by Scamper.

setting used in the previous experiment where link between
nodes C1 and C2 fails. In this scenario we have already com-
mented that the TCP traffic is encapsulated twice, with an
overall overhead due to SRv6 processing of 176 Bytes. Despite
of the fact that the link having the smallest MTU in the over-
all path followed by the TCP traffic is the one connecting
the source node to E1, due to the SRv6 overhead, the limit
on the packet size is imposed by the link between nodes C3
and C4. As a consequence the maximum allowed size for pack-
ets injected in the SRv6 domain is 1224 Bytes. Unfortunately,
due to the policy based routing used in SR, the probes sent by
Scamper follow a different path with respect to the data traf-
fic; in particular, they are handled through the policy pol_2.
The final MTU size obtained by Scamper in this case is the
one reported by the blue curve in Fig. 4. The returned MTU
size is equal to 1300 Bytes, as a consequence, the TCP source
will generate packets having a size larger than the one that is
supported, thus creating a black hole.

The previous test has confirmed the intuition that active
tools fail in detecting the SR Black Hole due to the policy
based routing used in SR. To further stress this point, we have
performed a second experiment by including in the node E1
a classification rule that forces Scamper probes to follow the
same path of the TCP traffic. The outcome of the Scamper
execution is represented by the red line reported in Fig. 4. As
expected, under this setting Scamper correctly determine that
the value of the maximum supported MTU is 1224. In fact,
by injecting in the SR domain packets with such length, the
enforcement of the pol_1 and pol_3 (that determine an SR
related overhead equal to 176 Bytes) leads to the maximum
size of 1400 Bytes, which is the MTU of the bottleneck link.

To summarize, the presented experiments have shown that
an active probing mechanism can fail in detecting an SR Black
Hole, leading to the creation of false negatives which are
unacceptable for a detection tool.

IV. SEGMENT ROUTING BLACK HOLES DETECTION

ALGORITHM (SR-BHD)

SR-BHD algorithm is a passive monitoring system
developed to detect SR Black Holes in SR networks. In the fol-
lowing, the system model and the notation are presented, then
the working principle of SR-BHD is introduced in two phases:
the ideal model is firstly discussed and some modifications are
then introduced in order to make SR-BHD robust with respect
to “noise signals” (e.g., packet loss due to congestion). Finally,
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TABLE II
SYMBOL DESCRIPTION

an enhanced version of SR-BHD, called SR-BHD+, based on
the use of advanced traffic counters, is proposed to improve
the precision of SR-BHD.

A. System Model

Let G(N ,L) be the graph representing the topology of the
considered SR domain, where N and L are the set of N nodes
and L links respectively. Considering a link l, the head node
is indicated with the notation l.h and the tail node to as l.t
(the link leaves the tail and enters the head). With reference
to the node i ∈ N , its node-SID is represented with the same
symbol. A summary of the notation is reported in Tab. II.

In this scenario three different types of traffic counters
are available. The first one is named link count, yL(l), and
accounts the amount of traffic (expressed in number of bytes)
transmitted over the link l. The collection of all the link counts
is represented by the vector yL. Furthermore, Prefix Segment
IDentifiers (PSID) and POLicy (POL) counters [20] are used
to get statistics on the SR traffic. The PSID counter instantiated
at node i for the segment identifier a, referred to as yB (i , a),
accounts all the packets received at node i having a as active
segment. The collection of all the PSID counters is represented
by the vector yB . SR capable nodes can enforce the segment
list on each incoming packet on the basis of an SR policy.
An SR policy is represented by the tuple < i, e, c >, where i
and e are the ingress and egress points of the SR tunnel and
c is the color, that encodes the scope of the policy (i.e., low
latency, best effort, high reliability, etc.). Some examples of
SR policies are reported in Tab. I, which includes two poli-
cies between the same ingress and egress nodes (E1 and E2 in
the example) having two different colours (high reliability and
best effort). Each policy has an associated traffic counter that
accounts for the traffic that is steered through it. This quantity
is indicated with the symbol yP (i , e, c). The collection of all
the POL counters is represented by the vector yP . Some prac-
tical examples of PSID, POL and link counters are reported
in Fig. 5.

Let us refer with the symbol F to the set of application flows
(e.g., HTTP, SSH, etc.) injected in the SR domain. In order to
cross the SR domain, each application flow f should be steered

Fig. 5. The toy case example.

through an SR policy.2 Considering the policy < i, e, c >, the
set of application flows that are handled through it is referred
to as Πi ,e,c . We define an SR flow to as the aggregated traffic
that is represented by the summation of all the application
flows that are steered through the same policy. An SR flow is
indicated with the symbol xi ,e,c . The collection of all the SR
flows is represented by the vector x.

In the IPv6 underlay layer the shortest path policy is used
to compute the path between every pair of nodes of the SR
domain. The underlay path to go from node i to node a is
referred to as gi ,a and is represented by a vector of length L,
whose l-th component is equal to the percentage3 of traffic that
goes over the link l if the node i sends one unit of traffic toward
node a. With reference to the overlay, the routing is determined
by the segment lists that are currently configured. The segment
list associated to the SR policy < i, e, c > is referred with the
symbol σi ,e,c and consists of an ordered sequence of node-
SIDs. Then, the vector ri ,e,c representing the overlay path
followed by the SR flow xi ,e,c can be calculated using the
following Eq. (1):

ri ,e,c =

|σi,e,c |−1∑

k=1

gσi,e,c [k ],σi,e,c [k+1] (1)

The Eq. (1) shows that the overlay routing of an SR flow
is given by a linear combination of the vectors representing
the paths in the underlay between nodes included in the seg-
ment list. The routing matrix R is the collection of the vectors
ri ,e,c for all the existing policies, having L rows and as many
columns as the number of flows.

With reference to the PSID counter instantiated at node n
for the active segment a, the variable bn,ai ,e,c represents the
percentage of the SR flow xi ,e,c that it accounts. The matrix
B is given by the collection of the bn,ai ,e,c variables for all the
PSID counters and SR flows. Then, the relation between the
SR flows and the value assumed by each PSID counter can be
expressed through the Eq. (2).

yB = B · x (2)

2In practice a set of application flows are merged and steered using the
same SR policy.

3SR exploits the presence of Equal Cost Multi Paths (ECMP) in the
underlay.
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For the ease of comprehension, in Fig. 5 we introduce a
simple toy case scenario. The toy case scenario is composed
of a 5 nodes network and four SR flows (xA,D , xA,E , xB ,D

and xB ,E ).4 The SR traffic flows are steered over the shortest
paths by the enforcement of segment lists of length 1, in which
the only reported SID is the one that identifies the destination
node. In the toy case scenario we assume that xA,E is lost in
a black hole experienced on the link between nodes C and D.
Furthermore, due to congestion, 5 units of traffic are dropped
for each flow over each link. The numbers reported in blue
and red in Fig. 5 represent the traffic sent over each link in
the congestion free (no packet loss due to congestion) and real
cases, respectively. Finally, in Fig. 5 the PSID counters of each
node in the congestion free and real cases are also reported.

With reference to Eq. (2) and the example reported in Fig. 5,
we have that xA,D and xB ,D cross node C having D as active

segment, thus bC ,D
A,D = 1 and bC ,D

B ,D = 1. Then, according to
Eq. (2), the counter yB (C ,D) is equal to the summation of
xA,D and xB ,D . The validity of this condition can be easily
verified by inspecting Fig. 5.

B. SR-BHD Principle

SR-BHD is inspired by the flow conservation principle [27]
which imposes that, considering a network node, the difference
between the incoming and outgoing flows is equal to the local
demand. Clearly, in case of a SR Black Hole event on a link,
the flow conservation principle is violated. In fact, a portion of
the flow that should leave the node through the link affected
by the SR Black Hole, is dropped due to the MTU constraint.
Consequently, the balance between the incoming and outgo-
ing traffic is not more satisfied. Clearly, the occurrence of a
black hole is not the only event that induces a violation of
the flow conservation principle. Congestion, binary errors and
route missing (i.e., destination unknown) are examples of other
causes of packet loss leading to a violation of the equilibrium
between traffic entering and leaving a node. We first show the
equations that regulate the flow conservation principle; then,
we describe a method to include the different sources of packet
loss into the mathematical model.

SR-BHD periodically monitors the traffic statistics collected
by the network devices and verifies the validity of the flow
conservation principles, and eventually raises an alarm for
a possible SR Black Hole. Two different types of equations
are defined in SR-BHD to check the validity of the flow
conservation principle:
∑

a∈N
gi ,a(l) · yB (i , a) = yL(l)∀l ∈ L (3)

yB (i , a) =
∑

l∈δ+i
gl .t ,a (l) · yB (l .t , a)∀i , a ∈ N

(4)

Eq. (3) imposes the flow conservation principle at the link
level; the overall amount of traffic received at node i and to
be forwarded over the output link l is equal to the amount
of traffic actually sent over link l. In fact, each PSID counter

4The color is not considered here.

accounts the traffic received at node i and having a as active
segment. This traffic is routed according to the underlay path
between the nodes i and a, that is represented by the vector
gi ,a . The multiplication of the l-th component of this vector
with the value assumed by the PSID counter returns the portion
of the traffic that is routed over the link l. Summing up the
contribution of each possible active segment it is possible to
calculate the amount of the received traffic that node i forwards
over the output link l. In the ideal case (no losses) this quantity
coincides with the link count yL(l).

As a concrete example, let us consider the application of
Eq. 3 over the link between nodes C and D of the toy case
scenario. As reported in Fig. 5 (see blue counters), in absence
of congestion the traffic forwarded by node C toward the next
hop D is given by the sum of the PSID counters yB (C ,D)
and yB (C ,E ), whose value is 110 and 160 respectively, i.e.,
270 units of traffic. On the contrary, looking at the link count
yL(lC,D), only 200 units of traffic are actually sent. This situ-
ation leads to the violation of the flow conservation principle
and to the detection of a potential black hole over link lC ,D .
Anyone of the 4 flows crossing the link could have been
potentially lost in the black hole.

Eq. (4), where the symbol δ+i represents the set of incoming
links of node i, imposes the flow conservation principle at the
active segment level. In particular, with reference to the node i,
the amount of traffic that it receives having a as active segment
must be equal to the traffic that its neighbors send toward him
with the same active segment.

Eq. (4) can be used to reduce the set of suspicious flows.
In particular, let us focus the attention on the PSID counter
instantiated at node D for the active segment E. In this situa-
tion, Eq. (4) imposes that the PSID yB (D ,E ) must be equal to
the sum of the PSID counters, related to the same active seg-
ment, instantiated in the neighbor nodes having D as next-hop
in the shortest path to the active segment. In the considered
example the condition is that yB (D ,E ) should be equal to
yB (C ,E ). From Fig. 5 (see blue counters) it is evident that
Eq. (4) is not satisfied. On the contrary, considering the active
segment D, the condition holds. The outcome is that the suspi-
cious flows are the ones crossing link lC,D having E as active
segment.

It is important to highlight that checking the validity of
Eq. (4) is a critical task in a real network, mainly due to
the fact that the traffic counters involved in the formula are
instantiated at different network nodes. Consequently, lack of
alignment of the traffic counters can compromise the validity
of the flow conservation principle. On the contrary, the con-
dition imposed by Eq. (3) is robust with respect to alignment
errors, since all the involved counters are stored at the same
node. Furthermore, the previous equations are valid if only
node-SIDs are considered, i.e., adjacency-SIDs are not defined.
Nonetheless, the framework can be extended to support the use
of adjacency-SIDs.

C. Framework Overview

Fig. 6 shows the main functional blocks of the proposed SR-
BHD framework, to be integrated in a centralized monitoring
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Fig. 6. Scheme of the SR-BHD monitoring framework.

Algorithm 1 SR-BHD Algorithm Pseudo Code
Require: the network graph: G = (N ,L), the routing matrix: R, the traffic

counters: yL and yB
1: initialize LS ← ∅, FS ← ∅ and tmp← ∅
2: for all l ∈ L do
3: if Eq. 3 for link l does not hold then
4: LS ← l
5: tmp← l .h
6: end if
7: end for
8: for all n ∈ tmp do
9: for all a ∈ N do

10: if Eq. 4 for node n and active segment a does not hold then
11: FS ←

{
xi,e,c :ri,e,c(l) > 0, l ∈ LS ∩ δ+n ∧ a ∈ σi,e,c

}

12: end if
13: end for
14: end for
15: return the set of suspicious flows FS and links LS .

system. The central monitoring system queries the network
devices, through a southbound interface, to collect the traffic
statistics, which are stored in different databases. When new
traffic measurements are available, the monitoring system trig-
gers the execution of the SR-BHD block. It takes as input the
link and PSID traffic counters, the network topology and the
current routing configuration (both IPv6 paths and SRv6 seg-
ment lists). SR-BHD block also receives as input the value of
the margin,5 that consists in a vector containing the estima-
tion of the packet loss due to different causes (e.g., congestion,
transmission errors, etc.) for each network link. The margin
estimation block needs as input the current link utilization.

The output of the SR-BHD block is a list of link/flow pairs
that are suspected to be affected by an SR Black Hole. In
order to improve the precision of the output, a refinement
step can be performed through the adoption of the SR-BHD+

block. Its execution requires the availability of a further set
of traffic counters, i.e., the POL ones. Since these counters
are not always available in SR capable nodes, the refinement
performed by means of SR-BHD+ is optional.

D. Algorithm Explanation

The pseudo code of the SR-BHD is reported in Algorithm 1.
It takes as input the network graph, the overlay routing matrix
and the link count and PSID counter vectors. As first, three
data structures are initialized as empty (line 1): i) the two sets

5Formally defined in the following.

LS and FS of suspicious links and flows (potentially involved
in a black hole), and ii) the set tmp storing the head nodes of
suspicious links. After that, the validity of Eq. (3) is tested
for each link (lines 2–7). In the case Eq. (3) is not respected,
the current link is declared as suspicious and its head node
is included in the tmp set (lines 4–5). After the identification
of the potential SR Black Hole location, SR-BHD detects the
affected SR flows (lines 8–14): for each node in tmp, the flow
conservation law for all active segments is checked (line 10).
If the condition is not respected for active segment a, the set
of suspicious flows is updated (line 11). In particular, all SR
flows crossing the suspicious link l having a as active segment
are included in the set FS . The outcome of SR-BHD is the
list of suspicious flows and links (line 15).

It is worth noting that the previously presented implementa-
tion of SR-BHD works only if SR Black Holes are the unique
source of packet loss in the network. In a real situation, losses
due to different events would be interpreted by SR-BHD as
the proof of the existence of an SR Black Hole, leading to the
creation of a large number of false positives. To cope with
such events, we introduce a tolerance term in Eqs. 3 and 4,
that is referred to as margin. Specifically, the margin of link
l is indicated by the symbol μ(l). With this new logic, the
flow conservation conditions are violated only if the difference
between the traffic sent and the traffic actually transmitted is
greater than the margin.

As a concrete example of the importance of the margin, let
us refer to the toy case scenario and consider the link lA,C, not
experiencing a black hole in the considered case. Nonetheless,
if we consider the real case traffic counters (red ones in Fig. 5)
which include packet loss events due to congestion, we can
immediately see that Eq. 3 is violated, thus leading to the cre-
ation of a false positive alarm from the framework. On the
other hand, if we assume that the margin over the considered
link is μ(lA,C) = 20 units of traffic (which is an over estima-
tion of the packet loss due to congestion over the considered
link), then no alarm is raised, since the difference between
the traffic received by node A that is forwarded over the link
lA,C (130 traffic units) and the traffic that is actually sent (120
traffic units) is 10, which is lower than the considered margin.
In this way the false positive alarm is avoided.

The goal of the margin is to make SR-BHD robust with
respect to sources of packet loss different than the targeted SR
Black Hole. Considering the link l, the best value to use for
the margin is to set it equal to the amount of traffic that is lost
due to congestion, errors, etc. Unfortunately, this quantity is
unknown in advance, thus an estimation method is needed. As
first, a dataset D of observations for each network link, con-
sidering a time horizon T, is collected. The hypothesis is that
no SR Black Hole occurred during the creation of the dataset.
The observation related to the link l at time t is represented
by the tuple < yL(l)[t ],Cl , yE (l)[t ] >, which includes: i) the
value of the link count on link l at time t, ii) the capacity
of the link l, and iii) the amount of traffic dropped on link l
at time t. The measurement of this quantity is performed by
error counters widely deployed in current network cards, and
that accounts for packets discarded due to different reasons
(e.g., congestion, checksum errors, TTL expired, etc.). The
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first two parameters represent the features of the observation
while the third one is the label. Once the dataset is built, it
is used to train a Neural Network (NN) having the goal of
learn the relation between the link utilization and the amount
of traffic lost. The input layer of the NN is composed of two
nodes, one receiving the value of the link count for the link l
and the other one for its capacity, while the output layer con-
tains a single node, reporting the targeted amount of traffic
lost. This last quantity is used as the value for the margin.
Before concluding it is worth highlighting that the propose
structure for the NN is purely illustrative. As it will be out-
lined in Section VI, in a working environment the structure of
the NN can be considerably different.

E. Exploit POL Counters to Improve the Precision

In the next we introduce an enhancement of the proposed
algorithm, named SR-BHD+, that allows for a consistent
improvement of the precision. In particular, the idea is to
exploit the extra information provided by the POL counters
to reduce the size of the set of suspicious flows. In fact, as
previously explained, POL counters allow to measure the vol-
ume of each SR flow. Starting from this information, by means
of Eq. (5), it is possible to calculate the amount of traffic flow-
ing over each network link in the ideal case (yIL), i.e., no packet
loss occurred (either due to black holes or for other causes).

yIL = R · yP (5)

The goal is to determine the amount of traffic lost in the
black hole, starting from the knowledge of the ideal link count
vector. To perform such evaluation, it is required to deter-
mine the packet loss experienced by the traffic flows along
the network paths. Specifically, focusing on a specific link,
two different loss-related effects can be associated to an SR
flow: i) localised on that link, and ii) cumulative over links that
the SR flow has already crossed. The localised effect is due
to the packet loss events happening on a single link, such as,
congestion, transmission errors, TTL expired, etc. The cumu-
lative effect concerns the overall volume reduction that a given
SR flow has experienced due to packet loss events localised
on links that the flow has already crossed.

To better explain the difference between these two contri-
butions, we refer the toy case example. In the ideal case (no
congestion and no black hole), the expected traffic over the
link lC,D is equal to 270 traffic units. On the other hand, from
the Fig. 5 we know that the actual amount of traffic sent over
this link is equal to 170 traffic units. The difference among
the two numbers represents the overall amount of traffic lost,
which is equal to 100 traffic units. This quantity includes three
contributions: i) the black hole, ii) the cumulative effect, and
iii) the localized effect of congestion. The cumulative con-
tribution of the packet loss due to congestion is equal to 20
traffic units: 5 traffic units for each of the four flows have
been lost along the path from the sources to the intermediate
node C. The localized contribution is equal to 15 traffic units,
since 5 units of traffic are lost for each of the 3 flows (one has
fallen in the black hole) that cross the link lC,D. Consequently
100 − 20 − 15 = 65 traffic units are lost in the black hole,

that is exactly the intensity of the flow between nodes A and
E received by node C.

To filter out the contribution of other sources of packet loss
from the ideal link count of a generic link l, calculated through
the Eq. (5), we need to compensate for both the localized and
the cumulative effects. With reference to the first one, it can
be easily removed by means of the margin (μ(l)), since it
represents an estimation of the packet loss due to conges-
tion occurring at link l. The cumulative effect can be removed
by deleting from the ideal link count the value calculated
according to Eq. (6):

m(l) =
∑

a∈N
gi ,a(l) ·

(
yIB (i , a)− yB (i , a)

)
(6)

where the vector yIB contains the ideal values of the PSID
counters, that can be calculated through the Eq. (2). The intu-
ition behind Eq. (6) is that since PSID counters instantiated in
a node allow to measure the overall amount of traffic that the
node has received, then they can separate the cumulative con-
tribution from the localised one. Then, the difference between
the ideal value of the PSID counters and the actual one allows
to estimate the amount of traffic that has been lost along the
way (before reaching a given node). Considering the toy case
scenario of Fig. 5, the cumulative effect of the packet loss
due to congestion at link lC ,D can be calculated as the sum
of the differences between the ideal (blue) and real (red) PSID
counters instantiated at node C: it is equal to 20 units of traf-
fic. This quantity is exactly the over amount of packet loss
due to congestion experienced by the four traffic flows before
crossing link lC ,D .

Then, the vector representing the effects (in terms of packet
loss) of the SR Black Hole over the network links is given by
the Eq. (7).

ΔL = yIL − μ−m− yL (7)

The principle of the SR-BHD+ algorithm is to reduce the
set of suspicious flows by comparing the amount of traffic lost
due to the black hole with the size of each SR flow. In case the
two quantities are comparable, then the flow is suspected to be
affected by an SR Black Hole. More in detail, considering an
SR flow xi ,e,c that is suspected to fall in a black hole located
at link l, then SR-BHD+ uses the condition reported in Eq. (8)
to determine if it is likely that the flow is actually affected by
an SR Black Hole.

ΔL(l)

yP (i , e, c)
∈ [smin, smax] (8)

The numerator of the left term of the Eq. (8) represents the
estimated amount of traffic that is lost in a black hole, while
the denominator is the volume of the suspected SR flow. The
right side of the Eq. (8) represents an interval that indicates
the tolerance of SR-BHD+. It is composed of two parameters,
namely smin and smax. The presence of the tolerance interval
is fundamental, since the output of Eq. (7) is just an estimation
of the traffic lost in the black hole. Furthermore, also in case
the estimation error is negligible the tolerance interval is still
required. To better understand this aspect, let us consider the
toy case scenario reported in Fig. 5. We have already seen that
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Algorithm 2 SR-BHD+ Algorithm Pseudo Code
Require: yL, yB , yP , μ, G, B, R, smin, smax, FS , LS
1: initialize L+S ← ∅ and F+

S ← ∅
2: calculate yIB according to Eq. 2
3: calculate yIL according to Eq. 5
4: calculate m(l) according to Eq. 6
5: for all l ∈ LS do
6: calculate Δ(l) according to Eq. 7
7: for all xi,e,c ∈ FS do
8: if ri,e,c(l) > 0 AND Eq. 8 is true then
9: F+

S ← xi,e,c and L+S ← l
10: end if
11: end for
12: end for
13: return the set of suspicious flows F+

S and links L+S .

the traffic that is lost due to the black hole is equal to 65 units
of traffic (which represents an estimation with no error). At the
same time, it can be seen that the intensity of the flow between
nodes A and E is equal to 70 traffic units. The discrepancy
between these two quantities is due to the fact that part of the
flow has been lost due to congestion (cumulative effect), not in
the black hole. Thus, the tolerance interval allows to deal with
this phenomenon. In the performance evaluation it is shown
how, by properly setting these two values, it is possible to
make SR-BHD+ robust also in critical situations (e.g., heavy
congestion, margin estimation errors, etc.).

The main steps regarding the SR-BHD+ execution are sum-
marized in Algorithm 2. Before concluding it is important to
stress that the use of SR-BHD+ requires the support of POL
counters in network devices. Furthermore, we point out that
all the presented algorithms have a computational complexity
that is polynomial in the size of the input.

V. PERFORMANCE EVALUATION

In the following we provide a simulation based analysis
of SR-BHD performance. Three different real networks taken
from [28] are considered: Abilene (N = 12, L = 30), Geant
(N = 22, L = 72) and Germany (N = 50, L = 176). For
these networks, real traffic matrices are available. The shortest
path policy is used for traffic demand routing: it implies that
the segment lists configured in the network contain only a
single SID associated to the destination node. Each traffic flow
defined in the traffic matrix is steered by means of an SR
policy installed at the source node.

Capacity planning is performed as follows: i) the peak traf-
fic matrix is routed according to the shortest path policy, and
ii) each link is assigned with a capacity that is randomly
(according to a uniform distribution) selected so that the uti-
lization falls in the range [50%, 99%]. Packet loss due to
congestion on a link l, referred to as Ql , is simulated by
dropping a percentage of the traffic flowing over a link. Ql is
randomly selected according to a Normal distribution, whose
mean is calculated according to Eq. (9):

Ql = αC · yIL(l)

Cl − yIL(l)
· 10−3 (9)

where αC is the congestion amplification factor that allows
to tune the level of packet loss due to congestion, Cl is the

capacity of the link l, and yIL(l) is the amount of traffic flow-
ing over link l in the ideal case (no packet loss), calculated
according to Eq. (5). Furthermore, we set for the considered
Normal distribution a variance equal to the root square of the
mean (Ql ). Finally, the packet loss is shared among the flows
routed over link l, proportionally to their intensity.

In order to determine the margin, for each of the consid-
ered networks and for each of the considered values of αC , we
have trained a fully connected feed forward NN composed of6:
i) an input layer with two neurons, one representing the traffic
over the link and the other that represents the link capacity;
ii) a single hidden layer with 5 neurons using ReLu as activa-
tion function, and iii) an output layer with a single neuron that
uses ReLu as activation function and representing the assessed
value of the margin. The learning process is performed accord-
ing to the Mean Squared Error minimization policy. For each
of the considered NN, the training set is obtained by run-
ning 24 simulations (we consider one Traffic Matrix per hour
among those reported in [28]) without considering the pres-
ence of SR Black Holes and collecting for each link the tuple
< yL(l),Cl ,Ql >.

Before presenting the results of the performance evalua-
tion, we introduce the formulas of the Precision and Recall
parameters that are widely considered in the next:

Precision =
true positives

true positives+ false positives
(10)

Recall =
true positives

true positives+ false negatives
(11)

where a true positive is a correctly detected black hole, a false
positive represents a false alarm, and a false negative is an
undetected black hole.

The first analysis we propose aims at evaluating the
precision and the recall of the proposed algorithms in detect-
ing the black holes. During the experiment we assume the
presence of a single black hole. All possible events are con-
sidered: for each link and for each flow, an MTU violation is
generated and the algorithms performance are evaluated. The
congestion amplification factor is set equal to αC = 10−3,
and it is assumed that a black hole determines the loss of all
the packets of the affected flow. Fig. 7 shows the obtained
results for different networks. In the figure, the x axis rep-
resents the different performed tests (i.e., the link/flow pair
involved in the black hole) sorted in increasing order with
respect to the precision. In case of SR-BHD+, smin = 0.97
and smax = 1.05. We use a narrow interval for the tolerance to
maximize the precision. Both algorithms use the same neural
network to assess the margin.

Looking at the results reported in Fig. 7 it can be seen that
the two methods (SR-BHD and SR-BHD+) achieve a very high
value of recall. In all the experiments SR-BHD obtained 100%
of recall in all the networks for all possible configurations of
link/flow pair involved in the black hole (for this reason we do
not report it on the figures). This means that SR-BHD is always
able to detect the presence of an SR Black Hole. Similar results

6The parameters of the NN, such as the number of input layer neurons and
the structure of the hidden layer/s, are strictly related to the network scenario
considered.
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Fig. 7. Precision and Recall analysis of the SR-BHD and SR-BHD+ in different networks.

Fig. 8. CDF of the precision of SR-BHD+ in presence of multiple SR Black
Holes.

are obtained for SR-BHD+ in the Abilene network whereas,
in few tests for Geant and Germany networks, the algorithm
is not able to correctly detect the black hole, i.e., the link and
flow affected by the black hole are not in the suspicious sets
(in these tests the recall is 0). This behavior is due to the
estimation error in the evaluation of the amount of traffic lost
in the black hole, performed using Eq. (7).

As far as the precision is concerned, results reported in
Fig. 7 prove the huge performance improvement achieved by
SR-BHD+ due to the use of POL counters information. In par-
ticular, considering the Abilene network (Fig. 7(a)) SR-BHD+

achieves a mean value of the precision equal to 97.22, while
the mean value obtained by SR-BHD is 7.71. The relevance
of the improvement on the precision is better visible in the
bigger networks (Geant and German). In fact, while in these
situations SR-BHD basically insert all the flows crossing the
link affected by the black hole in the suspicious set (making
impossible to fix the misconfiguration), SR-BHD+ detects at
most 3 flows (33% of precision) in more than 90% of the cases.
This improvement makes the proposed tool actually useful for
troubleshooting in productive environments.

In the next we propose an evaluation of the impact of
multiple SR Black Holes on the performance of SR-BHD+.
The results for Germany network are reported in Fig. 8 in
terms of precision achieved by SR-BHD+. The number of
contemporary SR Black Holes varies from 1 to 5, and their

location (link/flow pair) is randomly selected. The main out-
come of the analysis reported in Fig. 8 is that the presence
of multiple SR Black Holes has a limited negative impact on
the precision. Furthermore, it is interesting to see that inde-
pendently than the number of SR Black Holes, the precision
is above the 50% in about the 50% of the performed tests.

The next two evaluations represent a sensitivity analysis of
SR-BHD+. In the first one the aim is to test the capability of
SR-BHD+ in differentiating between regular packet loss events
(caused by congestion, transmission errors, etc.) and anoma-
lous packet loss events, due to the presence of a black hole.
In the evaluation, the amount of the regular packet loss events
is tuned by changing the value of the congestion amplification
factor (αC ). To quantify the relationship between anomalous
events and regular ones, we introduce the Anomalous over
Regular Losses (ARL) ratio. In Fig. 9(a) the ARL for differ-
ent flows, considering different values of αC , is shown. In
particular, for each flow the ratio between its volume and the
amount of packet loss due to congestion on each link crossed
is computed; then, the average value over all the links is con-
sidered. Due to the large number of tests, only results for the
Abilene network are shown.

Figs. 9(b) and 9(c) show the average recall and precision
obtained by SR-BHD+ as a function of the congestion ampli-
fication factor, for different values of the smin tolerance
parameter (the smax is kept constant and equal to 1.1). The
main outcomes of this analysis are three: i) the performance
decreases as the αC parameter increases, ii) by tuning the
smin tolerance parameter is possible to make SR-BHD+ robust
with respect to regular packet loss events, and iii) 100% of
recall is feasible also for very low ARL values (in the order
of −10 dB).

With reference to the first two points, the performed exper-
iment has highlighted an interesting relationship between the
αC parameter and the performance of the algorithm. On one
hand, as expected the recall monotonically decreases as the
congestion amplification factor increases (see Fig. 9(b)). In
particular, by reducing smin it is possible to keep the recall
over the 90% also for high values of αC , while keeping a good
level of precision. For instance, the value smin = 0.2 allows
for a 90% of recall when the congestion amplification factor
is equal to 0.6, while having a precision of 38%. Consider that
this level of precision implies that there are on average less
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Fig. 9. Sensitivity analysis of SR-BHD+. Precision and recall as a function of the congestion level.

than three suspected link/flow pairs. Then, although SR-BHD+

does not provide the highest precision, it drastically reduces
the set of link/flow pairs that require further investigation.

A second interesting aspect is the relationship between the
congestion amplification factor and the precision of SR-BHD+

(Fig. 9(c)). In particular, the precision does not monotonically
decrease if αC increases: i) initially the precision increases
as the congestion level increases, then ii) once a maximum
value is reached, it starts decreasing. This behavior is due to
the working principle of SR-BHD+, which selects the sus-
pected flows by comparing their volume with the estimated
amount of traffic that is lost in the black hole. If there are
many flows having a comparable intensity, then the resulting
precision of SR-BHD+ is small. Also in the ideal case of no
regular packet loss, if all the flows had the same volume, the
resulting precision would be poor. In these situations, the pres-
ence of the regular packet loss creates a distance between the
intensity of the different flows, helping SR-BHD+ in correctly
discriminating the flow that has actually fallen into the black
hole. Clearly, when the congestion level overcomes a threshold
value, the beneficial effect is lost and the performance starts
to decrease as αC increases.

With reference to the third point (100% of recall is feasi-
ble also for very low values of ARL), SR-BHD+ has shown
a high tolerance to the presence of regular packet loss events
on the traffic counters. In particular, Fig. 9(b) shows that the
highest value of αC at which SR-BHD+ gets 100% of recall
is 0.3. From Fig. 9(a) it can be seen that, for such a value
of congestion amplification factor, the lowest level of ARL
reached is of the order of −10 dB. It means that SR-BHD+ is
able to correctly determine the flow lost in the black hole, also
in the case its volume is 10 times smaller than the level of
packet lost due to congestion. Furthermore, it is worth high-
lighting that, in these circumstances, SR-BHD+ is still able
to obtain an acceptable precision (see Fig. 9(c)). In particular,
for αC = 0.3 and smin = 0.2 the average precision is close
to 50%, meaning that the suspicious link/flow pairs in output
are 2.

The last analysis we propose aims at evaluating the precision
and the recall of SR-BHD+ if only a portion of a flow is lost in
the black hole. In fact, as explained in Section IV, an SR flow
represents the aggregation of many application flows, then it

Fig. 10. Sensitivity analysis of SR-BHD+. Precision and recall as a function
of the percentage of flow that gets lost in the SR Black Hole.

can happen that only a subset of application flows falls into the
black hole. The result of this sensitivity analysis is reported in
Figs. 10(a) and 10(b), showing the precision and the recall of
SR-BHD+ as a function of the percentage of flow that gets lost
in the SR Black Hole, for different values of smin parameter
(smax is kept constant and equal to 1.1). The main outcome of
the performed evaluation is that SR-BHD+ is able to handle
this situation. In fact, also in case only 30% of a flow is lost in
the black hole, the obtained recall is 100% (meaning that it is
always correctly detected) and the precision is approximately
33%, i.e., on average there are 3 link/flow suspicious pairs.

VI. SR-BHD PROTOTYPE

In this section a description of the experimental prototype of
SR-BHD that we have realized is provided. The goal of the pro-
totype is to prove the effectiveness of the proposed approach.
Three different aspects are discussed: i) the description of the
design implementation of SR-BHD prototype, ii) the method-
ology adopted to run the tests, iii) the results obtained in the
different types of performed tests.

A. Prototype Description

The proposed SR-BHD algorithm is designed to be inte-
grated into a centralized monitoring system, according to the
SDN paradigm. In the prototype, this task is accomplished by a
bundle of scripts whose execution is triggered by a timer. By a
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logical point of view, the prototype is composed by two main
building blocks: i) the Stats Collector module, which is in
charge of collecting the SRTCs in each node, and ii) the Black
Hole Detection module, that implements the logic of SR-BHD
on each link to detect potential black holes. Concerning the
Stats Collector module, it is implemented as a bash script that
automatically queries the network routers to get the required
traffic statistics. On the contrary, the Black Hole Detection
module is a Python script that takes as input the traffic mea-
surements and verifies the validity of the equations that are at
the basis of SR-BHD approach. It is also in charge of eval-
uating the margin. This module requires the presence of a
configuration file that specifies the routing, i.e., the segment
lists that are enforced on packets in the data plane as well as
the underlay paths. A timer component triggers the execution
of the two blocks.

In our prototype implementation, VPP virtual routers are
used to instantiate an SRv6 capable network. With respect to
the functionality available in an ideal SRv6 router, VPP lacks
of the presence of the full suite of SRTCs. In particular, the
availability of traffic counters in VPP is as follows: i) INT
counters, i.e., interface level traffic counters that account the
number of packets TX/RX to/from each interface, are avail-
able; ii) POL counters are not supported, and iii) PSID
counters are updated only in case an SR operation is per-
formed. Given the POL counter unavailability, only SR-BHD
can be implemented in the prototype. Regarding the lPSID lim-
itation, it represents a critical difference for the actuation of
the proposed SR-BHD framework. In fact, it relies on statistics
coming from PSID counters that are collected at each node. On
the contrary, in VPP this type of SRTC counters are maintained
only at nodes that perform SR related operation (e.g., a router
that accounts the packets on which it applies the END opera-
tion). In order to finalize our prototype, we have applied the
strict source routing policy, i.e., for each flow the segment list
contains the explicit set of intermediate nodes to go through.
As a future step we aim at implementing the PSID counters
on every node (regardless the application of SR functions).

B. Adopted Methodology

The reference topology used in the evaluation is shown
in Fig. 1, with the only difference that in the performed
experiments the initial MTU is set equal to 1500 Bytes in
all the links. All the links have the same capacity, equal to
R = 10 Mbps. Nodes E1 and E2 represent the edge of the
considered SR domain and implement SR policy enforcement
on the incoming traffic flows. The main features (source, des-
tination, path) of the four traffic flows included in the scenario
are reported in Tab. III. These are generated by using the traf-
fic generator included in VPP, that allows to create constant
bit rate UDP flows, with configurable packet size and data
rate. The traffic flows generated have the same data rate of
100 Kbps.

In each test a target flow and the link where the black hole
occurs are selected. In order to create the black hole in the
desired link and to hit the target flow, two actions are per-
formed: i) packets of the target flow are generated with a

TABLE III
MAIN FEATURES OF THE TRAFFIC FLOWS INCLUDED

IN THE EMULATED ENVIRONMENT

TABLE IV
DIFFERENT CONFIGURATIONS OF THE DTMP SOURCE

higher size with respect to those of the other flows, and ii) the
MTU of the link where the black hole happens is reduced.
Then, all the traffic flows are simultaneously started and ended
120 seconds later. The Stats Collector module is triggered
every 60 seconds, meaning that in each run the Black Hole
Detection module is executed 2 times.

In order to create controllable congestion events, we gen-
erated different level of background traffic. More in detail, a
source-destination traffic flow is generated at the end nodes
of each oriented link. Thus, considering the link i, j, a source
of traffic is attached at node i and the related destination is
included in node j. The source node is modeled as a Discrete
Time Markov Process (DTMP) that at each time slot can be
in ON or OFF state, and is characterized by transition prob-
abilities pON and pOFF. When the source is in ON state, it
generates packets of length 1000 Bytes at a constant bit rate
equal to Ra and, in the following time slot it remains active
with probability pON, while it stops sending traffic with prob-
ability 1− pON. Conversely, when the source is in OFF state,
packets are not generated and, in the following time slot, it
remains inactive with probability pOFF, while it starts send-
ing traffic with probability 1− pOFF. In the different tests we
have set the duration of a time slot equal to 100 milliseconds
and Ra = 15 Mbps (greater than link capacity so that to cre-
ate congestion), while five different combinations of transition
probabilities (reported in Table IV) have been considered.

C. Experimental Evaluation

In the next we describe the Neural Network (NN) structure
used for the experimental evaluation of the prototype and the
training procedure. We used a feed forward NN having two
hidden layers with 32 and 16 neurons respectively, ReLu as
activation function, and trained with the aim of minimizing the
Mean Squared Error (MSE). In order to generate the training
set, we performed the following steps: i) a given combination
of transition probabilities for the DTMP sources is selected,
ii) a 60 seconds experiment is executed collecting link utiliza-
tion every 6 seconds, and iii) the final amount of lost packets
is obtained. Each execution has been repeated 100 times for
each of the 5 combinations of transition probabilities, thus
having a final training set composed of 100 × 5 × 16 = 8000
observations (16 is the number of links). Each observation is
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Fig. 11. Performance evaluation of the developed prototype carried out over
an emulated environment.

represented by 10 measurements of link utilization and a label
consisting in the number of lost packets. As a consequence,
the NN has an input layer with 10 neurons and an output layer
with 1 neuron. With respect to the NN used for the simulation
based analysis, the input is represented by a vector of utiliza-
tion values (one each 6 seconds) and not by a single value
(one for the overall time period): the reason is that the exper-
imental test shows a great variability of the utilization during
the execution period, and it should be taken into account when
setting the margin.

In Fig. 11(a) the performance evaluation of the margin
assessment over a test set of 50 points (10 for each com-
bination of the transition probabilities) is reported. The x axis
represents the link utilization averaged over 60 seconds. From
the figure it is evident that similar values of average link uti-
lization lead to highly different values of packet loss, thus
motivating the choice of several utilization measurements for
the NN input layer. As it can be seen, the NN always provide
a satisfying estimation of the actual amount of packet loss
due to congestion. Clearly, the quality of the estimation can
be improved by feeding the NN with more measurements of
the link utilization (i.e., with higher granularity), at the cost of
increasing the signaling overhead. Anyway, as shown in the
next analysis, the prototype is able to obtain good performance
in terms of black hole detection with this NN setting; in other
words, a rough estimation of the packet loss due to congestion
is acceptable for black hole detection and identification.

The final evaluation, reported in Fig. 11(b), regards the sen-
sibility of SR-BHD in detecting the SR flow affected by a
black hole (the target flow from now on) as a function of flow
throughput. As first, a combination of transition probabilities
for the DTMPs (i.e., background traffic level) is selected and
the throughput of the target flow is fixed. Then, the target flow
(among the ones reported in Table III) and the link experienc-
ing the black hole, are chosen. Summarizing, 16 combinations
are tested, once at a time. Furthermore, in each test SR-BHD
is applied two times (once every 60 seconds), thus for each
pair of level of background traffic/value of the target flow, 32
observations (referred to as tests in the y-axis of Fig. 11(b))
are obtained. Fig. 11(b) shows, for different levels of back-
ground traffic, the number of tests where the black hole is
correctly detected as a function of the size of the target flow.

By inspecting Fig. 11(b) it can be seen that, for low values of
background traffic, SR-BHD is able to detect also very small
flows (20 Kbps over a 10 Mbps link) lost in the black hole.
In this cases, the margin approximate very well the amount
of packet loss due to congestion. On the contrary, as the level
of background traffic increases, small flows are not correctly
detected. Interestingly, when the rate of the target flow is equal
to 160 Kbps (approximately 1.6% of the link bandwidth), the
black hole is always correctly detected. This result highlights
the significant capability of SR-BHD in detecting black holes
even if the target flow is significantly lower than the link
bandwidth.

VII. CONCLUSION

In this paper we have addressed the problem of logical fail-
ures in Segment Routing networks due to the violation of
the MTU constraint, named SR Black Hole. We have exper-
imentally proven that: i) in misconfigured SR domains SR
Black Holes can occur, and ii) classical detection methods
based on active probing fail to detect the failure. Then, by
exploiting specific SR Traffic Counters we have introduced a
passive monitoring framework, named SR-BHD, that is able
to detect the presence of black holes, also in presence of
multiple sources of packet loss (e.g., congestion, transmission
errors, etc.). In particular SR-BHD imposes the flow con-
servation principle at different levels in the network, being
able to tolerate the presence of other sources of packet loss
(e.g., congestion, transmission error, etc.) by the introduction
of a safety margin. An estimation framework based on the
use of Neural Networks is presented as a method to select
the proper value for the margin. The framework has further
been extended in case specific traffic counters (POL coun-
ters) are available in SR capable nodes. The enhanced version
of SR-BHD, named SR-BHD+, allows to greatly improve the
precision in the detection of the black hole. Specifically, a tol-
erance interval can be set to make SR-BHD+ robust against
critical situations, such the case of high level of packet loss
due to congestion, or the case in which only a portion of a
traffic flow is lost in the black hole. The performance evalua-
tion has shown how, by properly tuning the tolerance interval
of SR-BHD+, it is possible to find a good trade off between
the precision of the algorithm and its robustness with respect
to the aforementioned critical situations. Finally, a prototype
of SR-BHD has been realized and tested over an emulated
environment. The conducted experiments have confirmed the
effectiveness of the proposed framework in detecting the pres-
ence of SR Black Holes. As future works we aim at design a
tool to help Network Operators to configure their SR domain
by avoiding the creation of SR Black Holes, and the integra-
tion of the full suite of SR traffic counters in VPP and others
programmable data planes.
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