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Abstract—Extended Reality (XR) arises as one of the cur-
rent cutting-edge educational and entertainment emergent tech-
nologies. This service differs from traditional video streaming
approaches due to its immersive experience, which allows the
user to enjoy omnidirectional multimedia. However, the service
experience must be guaranteed to avoid side effects such as
cybersickness or disorientation. This work presents a frame-
work to assess 360-video service streaming performance over
mobile networks through Key Quality Indicators (KQIs) using
VR (Virtual Reality) HMD (Head Mounted Device). The testbed
is composed of a 360-video client for DASH (Dynamic Adaptive
Streaming over HTTP), which playbacks multimedia content
from a video server located in the cloud while KQI measur-
ing tasks are performed in the user as on the network sides.
Various metrics are collected such as resolution, frame rate, ini-
tial playback time, throughput, stall events, and round trip time
(RTT), among various others. Finally, a performance comparison
between LTE and 5G technologies is provided. Results from the
KQI measurement highlight the potential of the new generation
of mobile networks in the provision of service with high-quality
levels of experience.

Index Terms—Mobile communication, virtual reality, quality
of experience, video, 360-video, key quality indicators, network
performance, metaverse, extended reality.

I. INTRODUCTION

THE MULTIMEDIA services are undergoing a com-
plete revolution in their paradigms and characteristics.

This development is due in part to the emergence of user
devices with high computational capabilities, as well as to
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the emergence of new-generation access networks and trans-
port infrastructures, and the fact that providers are bringing
content closer to their end-users.

In this context, one of the technologies that has aroused
great interest is virtual reality. The main objective of VR
is to generate a sensory stimulus so that the user is able
to experience a situation similar to physical reality, but in a
simulated environment and in an immersive way. This added
value has allowed VR to greatly surpass traditional multimedia
services such as video streaming, remote meetings, and the
development of key use cases like VR-gaming, revolutionizing
how they can be enjoyed. One key application for immersive
services with a great potential for VR is 360-video.

Immersive video, surround video [1] or so-called 360-video
allows the user to play multimedia content in an immersive and
interactive way. This approach consists of content recorded,
by an omnidirectional camera or a group of those, in several
directions at the same time, so producing a dynamic experi-
ence. In this context, the media can be viewed through a plain
screen in a panoramic manner (e.g., YouTubeVR [2] for PC
or smartphones), or via an HMD, where the user can modify
its visual field using a natural head movement. In addition,
this service can be deployed in an on-demand or live scheme.
According to its architecture, the content may be hosted in a
media server (e.g., CDN - Content Delivery Network) or be
directly distributed from its source to the user premises [3].

This new paradigm lets professionals from several areas
think about the different ways that this service can be exploited
to generate new added-value services and experiences. Thus,
multiple applications have been oriented to this service. One of
them is virtual marketing applied to tourism areas [4]. Through
this strategy, tourism agents can measure the degree of satis-
faction or desire of users to visit a place. Other studies have
made it possible to analyze the application of this service
in education and training as an alternative to the traditional
scheme [5], [6].

Despite the scheme adopted, deploying this service is chal-
lenging due to the need for production, transmission and
presentation tasks, which are more complex than traditional
2D video streaming services. This implies that the multimedia
content must be treated and delivered especially, so the
user can feel within the content itself. However, acquiring
360-video is a procedure that may incur additional laten-
cies due to the stitching and encoding tasks. Likewise, to
generate a real-feel experience the frames must be formed
by a higher number of pixels, and even higher frame rates,
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which increase storage issues. In the same way, transmitting
this media over constrained networks may cause additional
latencies (E2E communication, initial startup times), packet
losses, freezing events, video quality fluctuations, and so on.
In this fashion, the displaying tasks might suffer from decod-
ing and rendering latencies, according to the user equipment,
access technology, etc. or image distortion caused by the video
projection on certain surfaces [3].

Although the 360-video service generates a huge interest
among diverse users, a negative experience can generate the
reverse effect. The way to quantify the grade of satisfaction
can be defined from the objective and subjective analysis. In
VR applications, the Quality of Experience (QoE) is deter-
mined through four factors: perceptual quality, acceptability,
cybersickness and presence [7].

The perceptual quality represents the condition of the
multimedia content, generally affected by the video resolu-
tion. Acceptability measures the degree of acceptance of the
service, where the user assesses the desire to utilize the ser-
vice. This last factor is most affected by resolution changes or
freezing events, characterized by not clear content transmis-
sion [8]. Even though both factors are common for a traditional
video service assessment, 360-video involves additional fea-
tures due to its nature. On the one hand, the cybersickness
factor evaluates the grade of dizziness produced while play-
ing the content. On the other hand, presence is the analysis of
the grade of the user’s immersion within the content, which
is intended to be produced using HMDs (Head Mounted
Devices) [7]. Cybersickness is a subtype of sickness produced
by the input of sensory stimulus that is not related to a phys-
ical movement which produces similar symptoms to motion
sickness [9], [10].

Regardless of the quality factor, VR can lead to phys-
ical issues in the physical world. This is because a low-
quality experience can cause adverse health effects such as
motion sickness, confusion, anxiety, fatigue, or real-world
injuries [11]. The cause of these problems can include insuffi-
cient image quality, optical distortions, lack of ergonomics in
the device, or poor responsiveness due to delays [12]. In this
scope, some of the HMDs vendors convey some of the must-
do recommendations that are needed to assure proper safety
levels while the products are used by users [13].

In this, the concept of motion-to-photon latency, which is
the time between an action occurring in the real world and its
respective representation rendered and presented on the screen,
becomes extremely important. Previous works have shown that
this latency should be less than 20 ms for an optimal experi-
ence and no more than 60 ms for acceptable service [14], [15].
Regardless of these time requirements, reaching low latency
communications is a key challenge for live services. Several
experiments obtain average E2E latency values of about 720
milliseconds in [16] for LTE networks using CMAF (Common
Media Application Format) standard, and around 300 ms in UL
and DL direction in [17]. Furthermore, on-demand services
may reduce the E2E latency due to the media already hosted
in a server, but they still have to face downlink delays.

This latency is a key issue for the development of online
VR applications, or even for cloud approaches, that require the

use of communication networks to download content, synchro-
nize data or manage service-states between users, or provide
added-value services. This fact adds delays due to geographi-
cal distance, as well as those generated by processing tasks and
the network access technology, conditioning the experience in
these types of scenarios. Despite this fact, it is expected that
5G and B5G networks provide specific conditions (e.g., 5QI)
that support the deployment of this kind of service [18].

All these commented challenges are the key factors that
encourage the authors to analyze the 360-video study case, its
behavior under different communications network conditions
and their implication on the level of QoE. To the authors’
knowledge, the analysis of the quality of the VR experi-
ence, based on high-level metrics such as KQIs has not been
previously performed. The KQIs are user-centric parameters
that objectively represent the degree of user satisfaction with
a service. These parameters allow quantifying the quality of
service and relate the performance of the network that connects
the user to their service provider.

In the same analysis the authors have done, no article qual-
itatively assesses the network impact of a 360-video service.
This article provides a framework to evaluate the 360-video
through a VR testbed. This allows measuring KQIs in the
client equipment (HMD) as in the transport network. It is
important to remark that this framework is network-agnostic,
which allows the service to be assessed for various network
technologies such as 6G and 5G, where XR is one of the
top use cases, however, the tests were made over currently
available technologies such as LTE and 5G.

The testbed is conformed by various iterative experiments,
where the bandwidth and channel conditions are modified
meanwhile the 360-video client runs on the HMD measur-
ing and gathering network and service performance metrics.
In the client premises resolution, frame rate, startup time,
stall events, round trip time, buffer state, throughput, and
resolution switches among various metrics are collected.
The network reports throughput and several radio-related
information. During the tests, the data is stored and man-
aged using a RESTful server (Representational State Transfer).
Then, this work also contributes with statistical analysis to
compare and define the scenarios where 360-video service can
be suitably deployed.

This paper is organized as follows. First, Section II presents
some previous work related to a brief VR requirements
description, media optimization and QoE estimation for VR
services. Second, Section III describes typical architectures in
virtual reality as well as the design process of the VR client.
Next, Section IV details the configuration and deployment of
a framework that enables KQI measurement for 360-video
through a testbed. Section V presents the results obtained as a
result of a set of tests using the developed system. Finally, we
conclude with the most important points and challenges faced
in this work.

II. RELATED WORKS

The requirements for VR applications and services must
be adequate to establish an acceptable level of experience.
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Research has been previously performed in several fields aim-
ing to improve the way the service is delivered. Nonetheless,
no former work has focused on the network and its impacts
on the service as this paper presents. Research has been sum-
marized here to point out some previous contributions in this
field.

This section has been divided into two subsections. Firstly,
the VR requirements Subsection presents the state-of-the-art
conditions aiming to reach suitable 360-video service, which
supports the results of this paper in Section V. Secondly,
Section Quality of Experience presents a summary of varied
works focused on analyzing the QoE.

A. VR Requirements

XR is a technology that seeks integrated experiences mix-
ing real and virtual elements and environments. This scope
involves VR, AR (Augmented Reality) and MR (Mixed
Reality). The degree of interaction with each reality is what
defines the specific technology needed. Moreover, the idea of
offloading computation loads at the user devices and providing
more mobility (currently constrained by high-quality HMDs
that use wired connections) strengthens the wireless networks
as a possible solution to deploy these cutting-edge services.

On the one side, MR (Mixed Reality) and AR (Augmented
Reality) are specific categories that overlay virtual elements,
and with the real environment. MR merges some physical real-
ity elements such as the player silhouette in a virtual reality
environment. Conversely, AR overlaps some virtual elements
and information over physical reality. Meanwhile, VR provides
a whole virtual experience.

For AR and MR cases, computational capacity is required
to calculate three-dimensional models that allow finding the
adequate position of the overlay elements in order not to
disturb the user’s field of view and its sensations. In some
cases, uploading video may be necessary to offload local
computational resources and do model calculations, element
recognition, and so on a remote server. However, these actions
may stress uplink communications.

Conversely, VR needs much more computational resources
to generate whole virtual environments and generate a truly
immersive experience. Commonly, VR services require down-
loading or streaming multimedia content to a VR-ready device,
which is an appliance prepared for VR rendering (two screens
being rendered at the same time). According to [19], a real-feel
resolution could be reached with about 60 pixels per degree
with a 120 Hz frame rate, based on human eye perception
close to 120 degrees FOV (Field of View). To reach these
conditions an approximate bitrate of 1 Gbps is required for a
theoretical per-eye 9K resolution. However, this is not reach-
able by current technology. For instance, today’s 360◦ 4K
camera streaming at 30 FPS may generate up to 300 Mbps
of data [20]. Dasari et al. [21] mention that the 360-video
service needs to download about 8x more content than the
traditional version (4k per eye in comparison to the typical
1080p ratio), which supports the fact that this service requires
adequate network resources.

The authors in [19] also point out that reduced latency is
mandatory to assure media smoothness avoiding virtual and
motion sickness. As previously stated a 20 ms latency [14]
is recommended for this kind of service. Nonetheless, current
mobile networks can not face these requirements (LTE typical
loopback latency is about 25 ms).

Some approaches have been proposed in previous works to
improve VR performance in terms of media content (frame
tiling) as network implications (distributed computing). These
both are intended to reduce the overall latency and the
throughput needed. The work in [19] presents a VR gam-
ing application that uses MEC computation and caching.
Moreover, Siriwardhana et al. [22] describe several architec-
tures that may be exploited by 5G mobile technology. In the
review, local, edge, cloud and hybrid architectures are con-
sidered. Bringing computing processes close to the user can
significantly reduce latencies.

B. Quality of Experience

Given the importance of quality of experience, its measure-
ment has generated high interest from researchers. The authors
in [23] present an analysis of metrics that allow quantifying
image quality in a 360 video, with PSNR (Maximum Signal
to Noise Ratio), WS-PSNR (Weighted Sphere), among vari-
ous. The authors state that PSNR is the most suitable metric
for 360-video due to its low complexity. Hanhart et al. [24],
analyze objective video quality using WS-PSNR and subjec-
tive metrics using MOS (Mean Opinion Score). The authors
assess four different sequences and how codecs can affect
the visual quality after the encoding and decoding processes.
Nevertheless, these metrics assess the quality in terms of
the image quality itself but are not related to the service
perceptions from the users as our work does.

In addition, Filho et al. in [25] presented a platform called
VR-EXP which is intended for the evaluation of 360◦ video
streaming performance. This platform is composed of a cen-
tral VR video client emulator, which measures the playout
performance based on various ABR schemes, tile-based mech-
anisms and data-driven network conditions, and a Network
Performance Enforcement Point that exploits the balance of
flexibility and accuracy for experimentation. This module
is SDN-based (Software-Defined Networking) and emulates
network conditions based on input datasets. Taken together,
this approach offers a good quality evaluation of the service,
however, the framework to be proposed in the present work
aims to represent the network impact over the service in a
real radio scenario for mobile networks, where the influence
of other radio technologies degrade the quality of the chan-
nel. In addition, this work assesses the quality of the service
through KQIs measured in a real HMD, where the nature of
VR technology can be fully experienced as well as affected
by the network and user equipment’s real limitations, which
is the key point of this contribution.

The work [26] developed by Anwar et al. presents the esti-
mation of Quality of Experience using a Bayesian model with
stall events and video bit rate as inputs. To develop the model,
a subjective assessment was made in order to obtain statistical
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data from users’ perspectives. A different approach is done by
Park et al. [27], where the authors presented a mechanism to
stream adaptive video tiles based on Neural Networks (NN) to
predict the user viewport avoiding transmitting the entire 360-
video. In the same work, another NN strategy is approached
to adapt the video rate. The QoE is estimated using objec-
tive metrics based on the video bitrate and the overlapping
tile ratio, its variation, miss ratio and rebuffering. The tests
were made over WiFi and LTE, however, no network-related
analysis was provided as well as in other previous works.

QoE modeling from network information and KPIs (Key
Performance Indicators) is another important topic that is
being assessed by researchers. The difficulty in objectively
estimating the QoE in an E2E (End-to-End) service is due to
the operators’ inability to access high-layer data. The security
of the user devices as well as the privacy of their data and the
appearance of new services make it difficult to gather QoE
data.

In this context, the work of Herrera-Garcia et al. [28] pro-
poses an ML-based estimation of KQIs through low-layer
data (e.g., KPIs) for FTP service. In the same research line,
Baena et al. in [29], describe a methodology for ML-based
KQI estimation for video streaming. The authors propose a
framework for network slicing negotiation for verticals in a
5G context. These contributions define a baseline for auto-
matic network management based on the quality of service
provided.

With regards to KQI acquisition, Peñaherrera-
Pulla et al. [30], present a framework to gather high-layer
metrics for Cloud Gaming service through wireless networks
(WiFi, and LTE) using a testbed that iteratively executes
experiments. The input parameters are video resolution, frame
rate, and transport network technology among others.

A key work in this area is presented by Krogfoss et al. [31].
The authors propose a novel strategy to estimate QoE through
a multiplicative model based on the impact of case-specific
KQIs for 360-Video and VR-Gaming. Likewise, the authors
describe a methodology to map KQIs to KPIs in order to
approximate quality metrics based on RAN records. The model
is tested on LTE and 5G cloud approaches. Conversely, our
proposed work aims to analyze and qualify the QoE based on
real-time KQIs estimation among several channel conditions,
which can provide a precise perspective on how the network
can play an important role in the future deployment of this
kind of services in 5G and B5G networks.

III. CLIENT DESIGN

The client allows connecting the HMD with the server but
also requesting, decoding, rendering and presenting the video
frames in an omnidirectional manner based on the area of
interest determined by the user’s viewing angle. Likewise, this
development allows obtaining specific streaming video met-
rics, which quantitatively reflect the quality of experience of
the service. This implementation is hardware-agnostic, so it
does not depend on the used HMD.

The details of this development are pointed out in this sec-
tion as follows. Firstly, a theoretical VR-architectures approach

Fig. 1. Typical VR HMDs architectures.

is provided, then the application designing process is stated.
Finally, the metrics measurement tool is described.

A. Virtual Reality Architectures

The are several classifications for VR technologies based
on different concepts such as user behavior (visual, haptic
and multisensory devices), their way of detecting space or
movements (tracking), or the physical connectivity of the vir-
tual reality HMDs. The authors decide to focus on the latter
classification because is the closest to the work objectives and
it is the best defining on how commercial devices are currently
being offered to the market.

The physical connectivity category mainly highlights the
way in which VR HMDs or simply HMDs are able to operate
in dependence on other equipment for the use of hardware
or software resources. The most commonly used schemes
are Standalone, non-standalone or tethered, and cloud-oriented
schemes. This classification has been summarized in Figure 1.

Standalone HMDs are those that have the necessary hard-
ware and software resources to generate an immersive expe-
rience. This means that the devices are capable of processing,
rendering and presenting omnidirectional multimedia content
without the need for other supporting equipment; however,
their performance may be limited. Complementarily, they can
connect to external networks to run specific tasks and services.

The tethered or non-standalone devices have limited
resources to provide a virtual reality service. In most cases,
they require the help of a support device, usually a computer
or a cell phone, which takes care of the processing and ren-
dering tasks. In this way, the content delivered to the glasses
is a multimedia stream encoded and optimized for playback
on the VR equipment [32], [33].

The development of next-generation network infrastruc-
tures, in conjunction with edge and cloud computing
paradigms, has enabled the concept of Cloud VR. The key idea
of this architecture is to delegate computationally demand-
ing tasks to equipment with large processing capabilities, thus
making it possible for the user equipment to be hardware-light.
In this way, the content is processed and rendered on the edge
devices and then sent over the network [34].

The main disadvantage of this concept is the additional
latency due to the geographical distance between the servers
and the user. Solutions that can be addressed to overcome this
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Fig. 2. Implementation stack model.

include: the implementation of services with edge computing,
the use of low latency access networks as those supported by
5G technology. In addition, low latency codecs can also be
considered, so that the total latency does not exceed the men-
tioned limit (20 ms for optimal experience to 60 ms in the
worst case) [34].

The developed work presented in this paper, implements the
360-video service using a standalone scheme for its VR HMD.
The client design and its implementation are approached in
the following subsections. In addition, Section V describes the
testbed setup that uses this client to generate some controlled
tests.

B. Application Development

The video client was developed as a high-layer implemen-
tation through Unity Engine as the graphic engine that holds
up the application. The supported functions include managing
and controlling tasks as well as the graphical processes such
as video decoding, rendering and presentation process, as well
as audio decoding and synchronization.

The integration of the application with the VR HMD envi-
ronment is done by means of the HMD SDK (Software
Development Kit). This set of tools provide an API
(Application Programming Interface) that enable the use of
external scripts and serving as bridge with the native language
of the HMD. This mechanism lets the control of the system in
an autonomous way, as well as access to certain local resources
such as sensors, hardware information and event usage.

At the software level, the application is made up of four
modules that manage its integral operation. Each of them ful-
fills specific control and management functions. This scheme
follows the layered model presented in Figure 2.

The application is controlled by a game manager. This
object is responsible for managing the execution of the object
that performs the measurements, as well as the object that con-
trols the media (video + audio) and the one that collects the
data obtained and records them in an external file. The game
manager also oversees the events generated by the HMD track-
ing system. This allows following the movement of the user’s
head, and thus presents the multimedia content according to
the user’s field of view. Although the media is presented in a
specific FOV, Unity renders the whole scene (360◦) per screen

update. This is due to that the downloaded content is entirely
transmitted (360◦ sphere) from the server using a non-tiled
strategy. In addition, it is remarkable to point out that the
HMD processes the content and renders it in a two-eyed man-
ner, so the user can visualize this content in 3D through the
HMD stereoscopic display, allowing the user to perceive depth
stimulus. These tasks are controlled by the HMD manager and
informed to the game manager.

Another module is the player controller. This object is
responsible for managing the functions of requesting the
resource via the Internet, playback, and closing the resource,
among others. These methods have been integrated, as an
upper layer over AVProVideo player SDK in its free trial ver-
sion available on GitHub [35]. This allows the multimedia
controller to be centrally managed from the game manager
in the Unity layer, while the player built over this SDK
is only responsible for visualization functions on HMD’s
screen (decoding and rendering). Moreover, this SDK includes
ExoPlayer libraries [36], an open-source extensible Android-
oriented video player which offers features that are not
available in the native Android player such as a DASH format
(opening and closing media, requesting segments, etc.).

Finally, the logger and metrics measurement modules have
specific functions in the application. The logger is responsible
for updating and storing the measurements obtained during the
execution of the application. This block writes the measure-
ments obtained during a specific number of display updates
into a Unity object. This object allows the client to transform
its information into a json file, which will be transmitted to
the REST server when the game manager finalizes an exper-
iment iteration. By default, the value of 72 FPS (Frames per
second) has been set, which coincides with the default value
of the display update rate of the VR glasses. In this way, the
measurement of parameters for each second of execution of
the application is obtained in a precise way.

C. Metrics Measurement Tool

This module is composed of a set of tools programmed in
C# and integrated into Unity Engine for the measurement of
indicators that represent, in a quantitative way, the quality of
the service.

According to the literature, the QoE assessment through
KQIs is service-specific, which means that each service gives
priority to certain factors (video quality, audio, latency, . . . ).
The 3GPP stated in [37] that mobile video streaming service
quality may be reflected via accessibility (start delay, start
success ratio) and integrity (stall frequency, stall time ratio,
downlink throughput) metrics. Likewise, Krogfoss et al. [31]
point out that the typical KQIs for video streaming are related
to frame rate, resolution, stalling and latency. However, latency
is not a crucial factor in cases where the interaction and the
responsiveness are limited as in 360-video use cases. In this
same context, additional metrics such as the throughput in the
client, the number of resolution switches, the state of the buffer
and the round trip time can provide a better understanding of
the network impact on the service.
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Fig. 3. 360 Video Key Quality Indicators.

The developed client tool allows the measurement of the
mentioned indicators: resolution, frame rate, number of freez-
ing events (stalls), throughput, RTT, buffer state, resolution
switches and several statistics related to the graphic process
in VR HMD such as maximum and minimum screen refresh
rates, memory usage, equipment data such as operating system,
maximum resolution, average video stall time, among others.
The key indicators that have been taken into account in this
analysis are pointed out in Figure 3.

This tool does some measurements per second, depending
on the HMD’s screen frame rate (hardware). Nonetheless, the
video resolution and video frame rate are metered just once
per second. The stall events are counted for each HMD stalled
frame, then the average inter-frame time is calculated for each
experiment. This allows the tool to estimate the total stall time
by multiplying the stall frames by the frame period.

The initial playback time is calculated once per iteration.
This time starts when the video client requests the DASH man-
ifest. Then, this parameter is timed until the client receives
enough video frames to fill the buffer up and the playback
starts. Additionally, the buffer health is also calculated, offer-
ing an overview of its state throughout the entire session. To
do this, the framework takes the difference in timestamps of
the available media segments which have been downloaded
into the buffer.

Complementary, the network performance is also assessed
in the HMD via the throughput and latency. The throughput
is measured using the segment size and the time employed by
the content to be downloaded into the buffer. In turn, network
latency is estimated through the RTT. This metric considers
the time between a packet is sent to the server and the response
that arrives back to the client. This measurement is done every
second through an additional software thread in the HMD
client using TCP (Transport Control Protocol), which is the
transport protocol used for DASH.

IV. TESTBED IMPLEMENTATION

The implemented framework comprises the elements
depicted in Figure 4. On the one side, the video client
(see Section III) lets the multimedia content be displayed in
the HMD as well as gathers some performance and service

Fig. 4. Implementation scheme.

metrics related to 360-video QoE. All the measurements are
temporally stored in the device for each experiment.

On the other side, the multimedia content is downloaded
from a server located in the cloud, which stores a 360-video
source in conventional DASH-MPEG format [38]. This work
considered a 360◦ non-tiled multimedia source in DASH for-
mat instead of tile-based content in order to analyze the actual
effects of the network on the service without any kind of spa-
cial optimization. The use of optimization mechanisms in the
source reduces the network stress which is not the key case
study of this work.

The player for its part supports HLS (HTTP Live Streaming)
and DASH formats for ABR (Adaptive Bit Rate). These
streaming strategies can be used in order to reduce the video
quality (resolution) when the channel conditions are not proper
or modify compression levels. This allows assuring a stable
playback, reducing stallings, and keeping a steady frame rate.
The adopted ABR mechanism for the experiments is quality
adaption through a player native throughput-based strategy.
The available resolutions and their respective coding bitrates
are described in Table I. In addition, the video buffer is con-
figured to store 50000 ms of content and 5000 ms as the
minimum initial buffer before starting playback. Furthermore,
no viewport-aware rendering is used, since the whole sphere
is streamed from the server, as previously mentioned.

Regarding the transport network, it aims to communicate
the user equipment with the content server. This segment is
featured by mobile networks (LTE and 5G NR) that will be
defined in Section V. The HMD used in the system gets
Internet access via a CPE (Customer Premises Equipment)
that provides WiFi 6 connectivity and is linked to the transport
network.

To centralize the data gathering process, the system inte-
grates a RESTful server deployed over a flask server, which
allows the HMD metrics to be hosted after every experi-
ment. This server also requests some other network-related
metrics (RSRQ - Reference Signal Received Quality, RSRP
- Reference Signal Received Power, RSSI - Reference Signal
Strength Indicator, SINR - Signal to Interference plus Noise
Ratio, BW - Channel Bandwidth, . . . ) from the CPE through
HTTP-based commands through an API. RSRP measures
the linear average power received for all the REs (Resource
Elements) contributions that carry Reference Signals. RSSI
denotes the overall received power in a specific bandwidth. For
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TABLE I
TESTBED CONFIGURATION

its part, RSRQ is a derived measure from RSRP and RSSI that
indicates the received power quality along all the REs. SINR
refers the ratio between the desired signal and the undesired
noise and interference.

It’s remarkable to mention that a virtual network was config-
ured only for data management using ZeroTier [39]. This tool
allows the system to be virtually interconnected, even though
each element would use a different technology (WiFi, mobile
network) or IP network. In addition, after measurements of
the round trip time (using ICMP protocol), it was possible
to establish that the average latency between the user and the
media server [38] was about 35 ms for the 5G network and 48
ms for the LTE technology. Nonetheless. this is a relative value

Fig. 5. Testbed Setup.

because there is no current streaming, therefore, the network
is not stressed.

The communication loop starts with the HMD requesting
the multimedia content to the video server. Then metrics are
calculated and stored while the experiment finishes. Once the
iteration is done, the restful server receives the metrics gath-
ered in the HMD (video resolution, frame rate, . . . ), and then,
the request statistics to the CPE. The obtained data is locally
stored in the server in JSON (JavaScript Object Notation)
format.

In the LTE case, extra information is provided due to the
use of an LTE Crowdcell as the transport network [40], [41].
This element is an open-source solution that implements
SDR (Software-defined radio) and a virtualized LTE-core
designed for strengthening the coverage in indoor environ-
ments. The Crowdcell gives the system the capacity to be
flexibly modified in terms of channel bandwidth, noise pres-
ence (SDR-emulated), transmission power, etc. Besides, this
network element is also connected to the management network
through ZeroTier.

V. EVALUATION

In this section, we present key results obtained with a
testbed that deploys the 360-video service using the system
described in Section IV. This framework tested the network
impact on the service through KQIs measured on the client
and network sides. The transport networks used are an
LTE Crowdcell (Network-in-a-box), an LTE commercial-like
network deployed on the University of Málaga campus and a
5G pilot network. The CPE provides WiFi connectivity for the
HMD, allowing this to reach the Internet through the mobile
network. The schematic architecture of the scenario is depicted
in Figure 5.

A. Crowdcell Tests

The results obtained in this subsection belong to the testbed
configured with an LTE-Crowdcell device acting as the trans-
port network.

On the one side, the experiments were configured with
different bandwidth channel combinations (5, 10, 15 and
20 MHz). Also, parameter-tuning was made in order to control
the transmission power (gain parameter). Noise was emulated
using an SDR Crowdcell’s tool (noise level parameter). These
combinations allowed to deploy scenarios with Maximum
transmission power (MaxPT), Minimum transmission power
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Fig. 6. Video resolution distribution per Bandwidth.

(MinPT) and a special case with power reduction and additive
noise (RedPT + Noise). Each one of the aforementioned cases
is tested with all the available channel bandwidths.

The maximum value of transmission power belongs to the
maximum value configurable for the Crowdcell. Conversely,
the minimum value of power corresponds to the minimum
value possible that prevents losing the connection between the
Crowdcell and the CPE. In this same context, the noise lev-
els were tuned in order to reduce to about a quarter of the
SINR at the first channel condition. This aims to experimen-
tally represent a channel in normal conditions, a channel with
reduced power and interference, and a channel affected by
interference and considerable attenuation. The summary of the
most important parameters in the testbed can be checked in
Table I.

On the other side, the video client was configured to per-
form multiple and iterative experiments with a duration of
120 seconds. In the same context, each experiment gathers
information related to the service quality (resolution, frame
rate, . . . ) through measurements in the HMD as in the trans-
port network and the CPE. Besides, it is remarkable that
in all the tests the media is requested from the server and
deleted from the memory at the final of the iteration, this
way, there is no buffered residual information. With this con-
sideration, it is possible to ensure that each of the tests is
only network-dependent and the metrics can be objectively
analyzed.

The results in Figure 6 show the behavior of the video res-
olution when tested with different LTE channel bandwidths
and channel conditions. It is remarkable that all the channel
combinations, even with a limited 5 MHz channel, with high
transmission power have presented the media content for the
most time with the maximum possible resolution available.
Nonetheless, this is not practical for real cases where cell-edge
users may face adverse channel conditions.

In the second case in Figure 6 the transmission power was
reduced and noise presence was emulated in the Crowdcell.

The results indicate that the service may suffer from QoE
depletion due to the reduction of the resolution along the
cases. The most affected case is developed by the 5 MHz,
which reaches the minimum available resolution in the source.
Despite the worst case, it is important to notice that even the
20 MHz case bears a reduction in quality compared with the
previous scenario.

In the third case, the transmission power was set to the
minimum possible in which the radio link is available. The
outcomes exhibit that the most restrictive channel is not suit-
able for a high-resolution service. In fact, the performance
depicted is very similar to the former channel scenario.

To complement the information provided by Figure 6,
the number of resolution switching events is depicted in
Figure 7. This shows that in all the cases, the trend is to
keep the resolution such was initially loaded. This means,
for instance, that the high-quality channel experiments main-
tained the 3840x1920 resolution throughout the 120-second
experiments, while the low-quality channel ones used 720x360
along theirs. Although, this Figure also points out that certain
experiments changed their resolution even up to 3 times (5
and 7 switching events are outliers that only belong to one
experiment).

Coupled with the resolution, the frame rate provides more
information about the video quality in the 360-video service.
As displayed in Figure 8, the maximum power case reveals
that all the channel bandwidths are able to keep a stable ser-
vice with an average video frame rate of 30 FPS despite the
displayed resolution.

In contrast, the 5 and 10 MHz channels show affected dis-
playing rates with respect to the 15 and 20 MHz. In this
context, the player is intended to adjust its current frame rate
in function of the number of available decoded frames. This
factor depends on the state of the buffer. If some number of
frames is accessible, the playback may stall, in the worst case,
or modify its displaying rate in order to compensate for the
missed frames.
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Fig. 7. Video resolution switching events per Bandwidth.

Fig. 8. Video frame rate CDF per Bandwidth.

In this context, the improper channel conditions (attenuation
and noise or interference) in conjunction with a bandwidth-
constrained channel may importantly affect the quality of this
service. As a consequence, the service will present a lack of
smoothness producing effects like frame freezing that in VR
service may produce dizziness and disorientation.

Furthermore, this analysis can be enriched through the
information gathered for the stall events along the tests.
The results in Figure 9 are a consequence of the network
stress based on the channel bandwidth and its conditions. The
stalling time calculation is done for each experiment by sum-
ming the number of stalled frames in the player and dividing
by the total number of frames. Then, the time percentage
values are calculated through the whole testbed experiments.

The results specify how the stall percentage remains close
to zero for all the channel bandwidths while the channel con-
ditions are suitable. This fact matches with the stable frame

rate in the same experiments. Conversely, when channel con-
ditions worsen, the stall time percentage increases for limited
channel bandwidths like 5 and 10 MHz (in both channel sce-
narios). Again as expected, this indicator matches with frame
rate and video resolution fluctuations in Figures 6 and 8.

Although the results leverage the idea that there are stalling
events during adverse conditions scenarios, this does not imply
that every experiment may suffer from it. To clarify this think-
ing, the stalling distribution is presented in Figure 10. The
results show that the average stall event lasts about 2.4 and
2.8 seconds for the 5 MHz channel respectively each scenario.
Regarding the 10 MHz channel, the average stall is about 2.4 s
and 4 s. It is curious the presence of stalling events for 20 MHz
channel, however, the logical thinking for this situation is that
this represents only an isolated experiment (similar to 10 MHz
in the same scenario) because of the steep slope in its CDF
(Cumulative Distribution Function).
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Fig. 9. Playback stall time percentage per Bandwidth.

Fig. 10. Playback stalling distribution per Bandwidth.

A different perspective of the performance behavior of 360-
video can be obtained with the buffer state information. This
metric reflects the level of fullness of the buffer while the
video is being displayed on the HMD screen. In order to
summarize the details, the 25th, 50th (bold line) and 75th
percentiles have been drawn. As can be seen in Figure 11,
the channel scenario with high power transmission displays a
good buffer performance, where it tries to keep a 50-second
video reserve throughout the playback. Also, it is possible to
observe that when the video is about to be fully downloaded,
the buffer level only reduces (which is expected as a normal
buffer profile).

The key interest of this metric is the information contained
for the worsened cases. As shown, the buffer performance for
5 MHz displays a poor downloading pattern for both cases not
being able to reach even more than 30 seconds of video. This
impacts the increase of stalling events throughout the playback

as presented in Figures 9 and 10. Conversely, the buffer pro-
files for the other bandwidths are expected. For instance, the
20 MHz develops worse than 15 MHz because this experiment
downloads bigger video frames (3840x1920) with respect to
15 MHz (1080x540) in an affected channel scenario. Despite
the buffer filling rate reduction, the 20 MHz still performs very
well, presenting a high-quality video with a steady frame rate.

Likewise, the Initial playback time refers to the period of
time needed to start the video displaying in the HMD. This
time depends on the quantity of data required to fill the ini-
tial buffer. Indeed, this also depends on the video resolution
and the channel capacity to transport its data. As presented
in Figure 12, the initial playback time linearly decreases in
terms of channel bandwidth. As expected, the 5 MHz chan-
nel exhibits the most restricted performance for both adverse
channel conditions. It is remarkable that the maximum power
case shows similar behavior for all the combinations.
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Fig. 11. Buffer state per Bandwidth.

Fig. 12. Initial playback time per Bandwidth.

The above indicators are complemented with the through-
put estimations done in the transport network through the
Crowdcell. This measurement is represented as the average
throughput per session in order to get rid of high variance val-
ues that are normally present in this metric (see Figure 13).
As corresponds to the maximum power case, all the channels
exhibit a similar behavior that matches with gathered results
for the video resolution, frame rate and stall time indicators.
A great difference in throughput is noticed when the channel
is limited in bandwidth and radio conditions, as depicted in
noise and low power cases for 5 and 10 MHz channels. As
expected, the throughput profile follows an incremental pattern
in function of the channel bandwidth used.

This pattern can be correlated with the throughput profile
measured in the HMD by means of the client. As was antic-
ipated, the average throughput per session in the maximum
power scenario displays a similar performance for every band-
width. In this same context, the incremental fashion of the

throughput is repeated for both worsened cases. The difference
in the average throughput is due to the change in the video res-
olution used. The bigger resolution is downloaded, the bigger
the frame sizes are. This analysis comes from Figure 14. It is
important to mention the difference in the measured through-
put for the Crowdcell and the client owing to traffic generated
by retransmissions.

The throughput measured in the Crowdcell provides a wide
perspective of the service performance in terms of the band-
width used for each channel. Nonetheless, the service behavior
can be also characterized by the round trip time profile for
each experiment. This metric has been measured using TCP
traffic between the client and the media server. As shown in
Figure 15, the RTT presents a similar average value of latency
of about 60 ms for all the bandwidths used in the first sce-
nario, nonetheless, this conduct is different for the worsened
scenarios. As depicted, the latency tends to decrease as the
bandwidth increases, ranging from values between 120 ms and
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Fig. 13. Estimated throughput in Crowdcell.

Fig. 14. Estimated throughput in Client.

100 ms on average. Although these results comply with the
logical expectations, it is crucial to note that the latency in
20 MHz is a product of higher quality resolutions than in 5 to
15 MHz cases.

To finish the analysis of Crowdcell results, the number of
retransmissions in the downlink direction has been included
in Figure 16. This metric shows that a seamless connection
between the user and the server existed for the maximum
power case. Nonetheless, when the conditions worsen, the
number of retransmissions increases as the channel bandwidth
decreases. This provides a key insight into this service taking
into account that the wider channel cases uses better resolution
quality video.

Finally, in order to correlate this analysis of the results
obtained along the experiments, Figure 17 depicts the RSRP
measured for each scenario tested in the proposed work. As
expected, the power received trend is aligned with the values
configured for gain and bandwidth. The higher the bandwidth
channel, the higher the power distribution along the spectrum
used. If the power perceived by the CPE is worsen, the chances

to be affected by noise are higher, which traduces in not proper
channel conditions, therefore a degraded QoE of this service.

B. 5G Comparison

In this section, a 5G approach has been adopted in order to
compare it with the previous analysis. The transport network
has been modified to use the University of Malaga (UMA) LTE
Picocell network (UMAHetNet) [42], [43], which is deployed
and working in a real scenario. Moreover, this testbed was
also tested with a 5G pilot network for research. This network
disposes of outdoor and indoor cells installed at the University
of Malaga campus. Likewise, for objective testing purposes,
it is only used the indoor cells in order to get comparable
results with the picocell LTE network. Both transport networks
allow the CPE to reach the Internet. Details regarding the 5G
network can be found in Table II.

The experiments were deployed over a 20 MHz LTE chan-
nel for the UMAHetNet and 50 MHz for the 5G pilot network.
In both cases, no channel conditions were emulated because
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Fig. 15. Round trip time per channel scenario.

Fig. 16. Number of retransmissions per scenario.

TABLE II
5G NETWORK FEATURES

of the used real testing environment. Each test belongs to
120-second iterations. The complete experiment comprises 60
iterations for each technology assessed. The video client was
not modified at all and the same configurations as presented
in Table I are followed.

A statistical analysis of the initial playback time is presented
in Figure 18. As it is possible to observe, the results obtained
in 5G indicate a median time of 0.3s approximately, while LTE

is around 0.4s. The key difference is that the initial times in 5G
tend to be consistent along the experiment while LTE presents
more dispersion around the median. Despite this fact, both
technologies perform well, for this metric, in a similar fashion
to the Crowdcell scenario with the best channel conditions.

Another indicator analyzed to quantify the quality of ser-
vice is the frame rate. As can be seen in Figure 19, both LTE
and 5G offer values close to 30 FPS on average. The CDFs
refer that 5G has an approximate range of variation between
28 to 30 within its 25th and 75th percentiles, while LTE from
24 to 30. Nevertheless, both technologies are able to main-
tain a smooth 360-video service (because of displaying rate
adaption managed by the player), in terms of frame rate. This
is an important factor, as small changes in the sequence of
images in VR can cause dizziness or confusion and consequent
deterioration in the quality of user experience.

The main difference between the service offered by LTE
with respect to 5G is the resolution at which the video can
be played. Figure 20 shows how LTE uses about 65% of the
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Fig. 17. RSRP measured for each experiment case.

Fig. 18. Video initial playback time per technology.

Fig. 19. Probability cumulative function per technology.

samples the 2160x1080 resolution while the other half of the
data reflects the use of lower quality resolutions. However,
LTE tests show that this technology is not able to bear the max-
imum available resolution (3840x1920) for this media source.
Conversely, the 5G scenario is different since about 99% of
the samples show that this technology allows using the best
possible resolution throughout the duration of the service.

Likewise, the number of resolution switches may improve
the understanding of how each technology performs this
service. As shown in Figure 21, 5G presents a very steady
service, where most experiments keep the same resolution
throughout the playback, which matches with the information
displayed in Figure 20. In contrast, LTE displays at least
7 switches on average per session. This fact shows that

Fig. 20. Video resolution per technology.

Fig. 21. Resolution switching events per technology.

commercial-based LTE networks could poorly perform caus-
ing a very unstable quality service with respect to the results
obtained with the LTE Crowdcell.

Furthermore, Figure 22 presents a statistical analysis of the
estimated throughput values per session, where LTE achieves
a median value of 2.2 Mbps, while 5G achieves a median
value of 5.5 Mbps. Although this difference seems to be
insignificant, the values reached by 5G point out a similar
performance in comparison with the results performed by the
best case for LTE Crowdcell (in terms of resolution, frame
rate, . . . ). Nonetheless, it is remarkable to note that the current
service conditions are not an actual challenge for 5G infras-
tructure. Indeed, the throughput measured only represents what
this service needed to download the 360-video.
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Fig. 22. Throughput per technology.

Fig. 23. Stall events per technology.

Fig. 24. Stall events distribution per technology.

In addition, it is possible to remark that the tested service did
not present interruptions while the media was being played.
Figure 23 shows that LTE performance is as stable as 5G in
terms of stall or freezing events. However, the LTE QoE is
intended not to be as high as 5G due to the nature of low and
mid-resolution content.

Following this scope, Figure 24 depicts the temporal distri-
bution of stalling events. As can be seen, the average stall in
LTE rounds 2.1s, while 5G presents no stalling events along
the experiments. A different perspective to understand these
metrics is calculating the time that represents the total stalling
time, which is approximately 11.52s for the 0.16%. Thus, it
means that about 5 stalling events occurred during the testing.

Including this analysis, the buffer level state metric is
presented in Figure 25. The results gathered suggest that the
5G network has enough resources to manage this service with
no challenging issues. On the contrary, LTE shows a struggling
performance intended to properly maintain the buffer level,
avoiding possible considerable stalling events. Nonetheless,
the resources are not enough to increase the video quality as
shown by the resolution metrics.

To finish this analysis, the round trip time measurements
are presented below. As depicted in Figure 26 5G experi-
ments obtained an average latency of 72 ms while LTE 74

Fig. 25. Buffer state per technology.

Fig. 26. Round trip time per technology.

ms. Although these values seem to be comparable, it is impor-
tant to notice some considerations. Firstly, LTE is bearing a
mid-low quality service while 5G performs the best possi-
ble video quality. Second, these latency values come from
commercial-based networks deployed in real scenarios, which
increases the issues related to channel degradation in compar-
ison with the scenario with LTE Crowdcell which serves an
indoor-dedicated LTE cell.

In general terms, the experiments done in this testbed
convey that VR applications, specially 360-video, require as
wide downlink channel bandwidths as possible to guaran-
tee enough throughput for high-quality video frames. LTE
shows an affordable performance, for all the tested combina-
tions (bandwidth, power and noise conditions). Despite those
facts, 5G arises as the best choice in terms of wide channel
bandwidth as well as reduced latency and network flexibility.

The results collected show that 5G and LTE Crowdcell best
channel provides a suitable 360-video service. However, the
resolution quality is still far from the recommended theoretical
resolutions (at least 4k or even more per eye) due to hardware
unavailability at this current time (close to 2k per eye and
120◦ FOV). The frame rate is not an actual issue because
both technologies perform quite well, but 60 and 120 Hz may
bring this service to a realistic real-feel scenario. In fact, the
increase in resolution quality and frame rate will lead to very
high throughputs that possibly will not be possible to manage
with LTE technology.

Regarding the latency, the state-of-the-art values suggest
a delay inferior to 20 ms for optimal immersion, which is
currently impractical. However, the measured values display
a close performance to the suggested values for good-quality
service (< 60 ms) with 61 ms for LTE Crowdcell best channel
and 72 ms for 5G in a real scenario. Based on this analysis, it
may be possible to reduce this delay through optimization in
the source by applying tiled-based strategies and low-latency
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streaming versions on protocols like DASH. In this same con-
text, the results obtained in this work clearly show that network
optimization strategies are needed to improve performance.

VI. CONCLUSION

Virtual reality has emerged as a technology of great interest
to users, researchers, and content providers. In this context, the
development of the new mobile technology, 5G, is expected to
drive the massive use of services such as virtual reality due to
the offered traffic volumes and reduced latencies. In addition,
VR can take advantage of the benefits provided by cloud com-
puting, thus reducing computational needs as well as bringing
the content closer to the user, this way reducing the startup
times and latencies. This all together with source optimization
strategies such as tile-based content, may improve the visual
quality while at the same time reducing the network stress.

The developed work has presented the design and imple-
mentation of a framework for the evaluation of VR, through its
quality indicators KQIs for the case study of 360-video. This
framework implements a client in the VR HMD to playback
immersive multimedia DASH content, which is downloaded
from a server located on the Internet.

This is applied to evaluate LTE and 5G networks communi-
cating the client with the server. The measurements performed
in this work have demonstrated the feasibility of achieving
high-quality levels (resolution and frame rate) using mobile
networks. On the one hand, the experiments describe a better
service performance as the channel bandwidth is wide enough
to transport high-quality video frames. The best LTE results
were reached with 15 and 20 MHz channels.

On the other hand, additional experiments were done with
changes in the radio channel conditions such as in the trans-
mission power as well as in the noise level through the
Crowdcell’s SDR emulation tool. The results show that both
factors severely degrade the service quality in combination
with a constrained channel bandwidth, specifically 5 and
10 MHz. These are not recommended for 360-video service
provision due to their limited and unstable video quality pro-
duced by low-resolution segment commutation and frame rate
fluctuation.

Moreover, the testbed was assessed using a real deployed
LTE picocell network (20 MHz) and a pilot Sub-6GHz 5G
network (50 MHz). The 360-video service working over 5G
exhibited improved performance in comparison with LTE. The
video resolution and frame rate were stable enough and video
frames used the highest possible resolution most of the time.
In addition, the initial playback was clearly benefited by the
wide channel bandwidth reaching an increased throughput. As
expected, this condition assures constant traffic that prevents
freezing events through the playback.

These results position 5G as a suitable technology to provide
360-video service, in addition to allowing the development of
applications in environments that require mobility.

As a contribution, this work extends the possibilities of
analysis that are being risen by new-generation network
approaches such as mmWave radio, network slicing, SDN and
edge computing (MEC) to meet the service requirements in

terms of latencies lower than 20 ms and throughputs close to
the 1 Gbps to assure real-feel VR experiences [19].
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