4962

IEEE SYSTEMS JOURNAL, VOL. 16, NO. 3, SEPTEMBER 2022

Empirically Measuring Transfer Distance
for System Design and Operation

Tyler Cody *“, Stephen Adams

Abstract—Classical machine learning approaches are sensitive
to nonstationarity. Transfer learning can address nonstationarity
by sharing knowledge from one system to another, however, in
areas like machine prognostics and defense, data are fundamentally
limited. Therefore, transfer learning algorithms have little, if any,
examples from which to learn. Herein, the authors suggest that
these constraints on algorithmic learning can be addressed by
systems engineering. We formally define transfer distance in gen-
eral terms and demonstrate its use in empirically quantifying the
transferability of models. We consider the use of transfer distance in
the design of machine rebuild procedures to allow for transferable
prognostic models. We also consider the use of transfer distance
in predicting operational performance in computer vision. Practi-
tioners can use the presented methodology to design and operate
systems with consideration for the learning theoretic challenges
faced by component learning systems.

Index Terms—Computer vision, prognostics, transfer learning.

I. INTRODUCTION

ACHINE learning is moving from laboratories to the

field, however, the identically distributed environments
found in the laboratories are rarely found in the real-world.
Algorithmic approaches for dealing with nonstationarity rely
heavily on data from the new environment, however, such data
are not always available.

Applied machine learning for prognostics and health manage-
ment (PHM) is prototypical of this trend and challenge. Nonsta-
tionarities are unavoidable in PHM for machinery. Differences
in manufacturing and installment give supposedly identical
machines different initial conditions and phenomena, such as
degradation, repair, and part replacement cause behavior to drift
over a machine’s life cycle. Adding to these challenges, labeled
data from fielded machines are rarely available because when
a failure occurs, the machine is repaired or rebuilt, inducing a
distribution change or rendered irreparable.

Similarly, in defense settings, imagery related to new missions
is limited. Data collection for new missions is costly. It can
require operating in hostile territory or airspace and within
enemy field of fire. Moreover, battlefields are dynamic and often
do not afford data collection at the scale required by existing
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data-driven computer vision methods. In addition, defense is
game-theoretic in nature and adversaries can manipulate the
appearance of concerns, such as aircraft or ground vehicles, to
take advantage of an overreliance on data [1].

In both PHM and defense, algorithmic approaches for relating
behaviors between systems and over time are fundamentally
constrained. Instead of focusing on engineering ever-more adap-
tive learning systems, the authors suggest a focus on method-
ologies that support the design and operation of systems to limit
nonstationarities to acceptable levels. This interdisciplinary ap-
proach treats generalization, i.e., satisfactory predictive perfor-
mance on new data, as a systems-level goal, not a goal exclusive
to algorithm design.

Designing and operating in this way requires metrics that
bring the learning theoretic challenges of learning systems to the
systems-level. Transfer distance, the abstract distance knowl-
edge must traverse to transfer from one system to another, is focal
in domain adaptation theory and is used to relate the magnitude
of distributional change between systems to prediction error in
the new system. Although transfer distance is typically left as an
informal notion or implicit in transfer learning methods, here,
we formalize it and position it as central to the characterization
of the relationship between systems and the generalization of
their component learning systems.

We present a Bayesian approach for empirically quantifying
transfer distance. The accompanying studies offer a guide for
practitioners on how to quantify the difficulty of transfer, the
transferability of different learning tasks, and the role of sample
size in transferability, as well as how to use transfer distance to
quantify expected operational performance. We consider a case
in hydraulic actuator health monitoring, where nonstationarities
occur as the result of actuator rebuilds. We also consider a case
in computer vision with a mission context, where information
regarding a mission’s expected operating environment is used to
assess expected operational performance. We frame the former
in terms of system design and the latter in terms of system
operation. In doing so, we contribute to the broader effort of
developing principled methodologies for the systems engineer-
ing of artificial intelligence (AI).

The rest of this article is organized as follows. First, we
provide background on transfer learning, domain adaptation,
concept drift, PHM, and computer vision. We, then, justify the
use of transfer distance as a metric by drawing from domain
adaptation theory and present our methodology for quantify-
ing transfer distance. Subsequently, we apply our methodology
to characterize the transfer learning problems induced by an
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actuator-rebuild procedure and mission deployment. Finally,
Section VII concludes this article.

II. BACKGROUND

We briefly review transfer learning, domain adaptation, con-
cept drift, PHM, and computer vision, and note this article’s
relationship with them. In short, this article presents PHM and
computer vision case studies in empirically characterizing trans-
ferability using principles from domain adaptation and methods
from concept drift.

A. Transfer Learning

Transfer learning describes the idea of using knowledge from
source systems to help learn in a particular target system. More
formally, consider a learning problem that consists of a domain
D ={X, P(X)}andalearningtask 7 = {), P(Y|X)}, where
X =zforx € X,Y = yfory € )V, and P denotes a probability
distribution. Transfer learning uses knowledge from a source
learning problem {Dg, Tg } to improve the learning of a function
fr : Xr = Yr in a target learning problem {Dr, Tr}, where
Ds # Dr or Ts # Tt [2].

Transfer learning enables learning in environments where
data are limited. Perhaps more importantly, it allows learning
systems to propagate their knowledge forward through distri-
butional changes, such as the degradation and wear of physical
components, changes in use cases and functionality, and policy
changes regarding the use of particular features A and labels
Y [3]. The classical approaches to transfer learning involve
selecting or weighing samples from the source, projecting the
source and target features into a latent space, or bounding the
parameters of the target model within a range of the source
model’s parameters [2].

Identifying whether or not transfer learning is an appropriate
solution for a particular learning problem is crucial [4]. Failure
to do so can result in negative transfer, wherein dissimilarity
between the source and target systems results in transfer learn-
ing under-performing traditional machine learning approaches.
While the extent of negative transfer is algorithm-dependent,
the existence of negative transfer is tied to the distributions
underlying the learning problem [5]. Thus, closeness between
the source and target distributions is a precondition for transfer
learning success.

B. Domain Adaptation

Domain adaptation is a subfield of transfer learning where
Xs x Vs = Xy x Yr [6]. In other words, only the probability
distributions change between the sources and target, not their
sample spaces. Domain adaptation theory places transfer dis-
tance at the center of bounding error in new environments [7],
[8]. The common approach taken is to note that the error in the
target is related to the error in the source plus some measure of
similarity between the source and target.

These bounds can be loosely represented by the following
inequality:

er <es+d+C (1)
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where e and eg are the errors in the source and target, respec-
tively, ¢ is the transfer distance between domain distributions,
and C is a term that accounts for relevant complexities, e.g.,
VC-dimension [8] and sample size. Although inequality (1)
is a rough approximation of the underlying learning theory,
specifications can be added to arrive at proper, learning theoretic
bounds using statistical divergence [7], H-divergence [8], the
Rademacher complexity [9], or integral probability metrics [10].

And, as Redko et al. [11] showed in their extensive survey of
domain adaptation theory, e€g and ¢§ are the core terms in the-
oretical upper-bounds on error in new environments e7. Terms
for capacity, sample size, information complexity, and others,
provide nuance, but do not drive the upper-bound except in their
extreme realizations. Moreover, inequality (1) emphasizes the
term § because it most directly couples systems-level design
and operation to transferability and generalization difficulty of
component-level learning systems. It is not clear that terms re-
lated to algorithm design and hypothesis class selection provide
a similar mechanism.

C. Concept Drift

Whereas transfer learning considers distributional change
between a source and target, concept drift considers distribu-
tional change that occurs in streaming data from one stable
distribution, termed as a concept, to another. There are many
metrics similar to transfer distance used in the concept drift
literature to characterize drift [12]. Drift in these streaming
systems has been modeled and simulated using the Gaussian
mixture models (GMMs) [13], [14]. Many methods use the
Hellinger distance to calculate distributional divergence because
it is bounded [0, 1] and symmetric [12], [15]. Consistent with
concept drift literature, we use a combination of the GMMs and
the Hellinger distance to characterize distributional change.

D. Prognostics and Health Management

PHM is concerned with the use of prognostics and diagnostics
for the management of machine health [16]. In mechanized
systems generally, it is essential for continuous operation, and,
thus, is an important field of engineering research. As machine
down-time is the eminent failure in production systems [17],
PHM is crucial to economic productivity. Furthermore, PHM
helps safeguard critical systems, such as gears in rotorcraft [18],
whose failure can cause loss of propulsion mid-flight, and air
filtration systems [19], whose failure in high pressure environ-
ments, such as submarines, can be equally catastrophic, among
others [20].

Currently, machine health management is dominated by time-
based maintenance schedules, however, there is an increasing
interest in and use of data-driven PHM for adaptive schedul-
ing [21]. This has led to extensive application of machine
learning for health state classification and remaining useful life
regression. There is a much smaller body of literature, however,
using transfer learning to deal with the challenges these methods
face in practice due to the aforementioned nonstationarities
and label constraints [22]-[26]. While feature selection and
metric learning use notions related to transfer distance and offer



4964

Maintenance
Decision
Process

Machine » Model >

Maintenance Action

Fig. 1. Data-driven models inform maintenance actions, which change the
distribution of their data. Nonstationarity is inherent in PHM.

promising directions for further development [27]-[29], they
are still scoped to designing better learning algorithms, not to
designing better systems for learning algorithms.

Nonstationarity is a fundamental challenge in PHM. In data-
driven PHM, sensor data from machines are used for prognostics
and diagnostics to inform operations management. When a
maintenance action is taken, such as a machine rebuild, where
the machine is deconstructed and rebuilt, the distribution of the
sensor data changes. This cycle is shown in Fig. 1. Minor physi-
cal differences in the tensions of fasteners or locations of sensors
can degrade predictive performance. The extent of degradation is
difficult to ascertain because after an example of failure occurs,
the system will be repaired, inducing a distribution change, or
will be deemed irreparable.

Thus, in PHM systems, there is a real limit in our ability to
address nonstationarity with algorithm design; it is necessary to
take into account the role of system design in the generalization
oflearning. And to thatend, itis necessary to have metrics, which
can link notions like the design of maintenance procedures, e.g.,
regarding details like tensions and sensor locations, to notions
like the transferability of knowledge.

In recent work, we extensively studied PHM for hydraulic ac-
tuators in order to better place related data-driven modeling in a
systems context, including cost and power constraints [30]-[33].
These studies have used a fault-simulating test-bed that consists
of two matched rotary actuators, where one acts as the actuator
and the other acts as the load [34]. Here, we use data collected
from this test-bed to extend the literature on data-driven PHM for
hydraulic actuators by explicitly modeling the transfer distance
associated with a rebuild procedure. Previously, we showed
that sample transfer can be used to recover performance across
the rebuild [35]. Here, instead of solving the transfer learning
problem, in contrast, we use transfer distance as a means of
characterizing the transfer learning problem associated with the
rebuild.

E. Computer Vision

Computer vision is a broad field concerned with visual per-
ception and pattern recognition. In recent years, deep learning
has overtaken handcrafted feature engineering methods for pro-
cessing images in the computer vision research literature [36],
[37]. Instead of extracting expert-defined features from images
as a preprocessing step, deep learning takes raw images as inputs
and learns to both extract its own features and make predictions
as part of a single, end-to-end process. While deep learning
increases predictive performance and allows for novel use cases,
it is heavily reliant on large datasets [38].
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As previously described, in defense applications, this presents
a bottleneck to deployment. Image classifiers have been trained
to detect planes and their orientation when parked in airports’
aprons using knowledge transferred from general visual recog-
nition tasks [39]. However, such models are highly dependent
on the airports included in training. As we will demonstrate,
classifiers can suffer a decrease in performance when the biomes
surrounding the airports change between training and operation.
We calculate the transfer distance associated with transferring a
model from one geographical region to another, as in a mission
deployment scenario, and use it to anticipate model degradation.
We use an autoencoder for dimension reduction, similar to
existing approaches to an explainable Al [40].

An explainable Al seeks to alleviate challenges in Al as-
surance, including ethics, bias, fairness, and robustness, by
making models, their training, and their inputs and outputs
interpretable [41]. Deeper methodology concerns analysis of
counterfactuals and causality, for example, in terms of graph
neural networks [42]. Methods targeting robustness are varied
and a subject of ongoing research [43], [44]. While robustness
is typically framed in terms of stability against perturbation, the
use of transfer distance herein alternatively concerns changes
in stable points altogether, i.e., not in maintaining performance
within a neighborhood of a particular system but rather between
and across systems (due to life cycles, changes in use, etc.). Thus,
transfer distance is relevant to traditional notions of robustness,
but also applicable to assured and explainable Al broadly.

III. METHODS

Transfer distance is usually referred to informally, e.g., to
describe near or far transfer. It is implicit in the use of the
Wasserstein distance [45], maximum mean discrepancy [46],
[47], generative adversarial networks [48], [49], and others,
to calculate distributional-divergence-based components of loss
functions in transfer learning algorithms. We consider transfer
distance explicitly, in a way that may not necessarily be useful
in calculating loss functions, but is interpretable to system
designers and operators. Transfer distance is defined as follows.

Definition 1 (Transfer Distance): The transfer distance be-
tween a source and target learning system, denoted by S and 7',
respectively, is a measure §

(5:PS><PT—>IR

on probability measures Ps and Pr from the source domain Dg
and task 7g and target domain Dy and task 77, respectively.

More general definitions are possible. This definition directs
our interest toward the marginal distributions P(X') from the
domains D and posterior distributions P(Y|X) from the tasks
T". For the purposes of explainability and analysis, we model
these distributions explicitly, in closed-form, and take a Bayesian
approach to constructing the posterior. We only fit P(X]Y"), and
using an estimate for the prior P(Y"), construct the marginal
P(X) and posterior P(Y|X).

Our algorithm for computing transfer distances can be de-
scribed as follows. We assume that Xg = Xp = X, Vg = Y =
Y, that X is continuous, and that ) is discrete. We first fit the
likelihood distributions Ps(X|Y = y) and Pr(X|Y = y) for



CODY et al.: EMPIRICALLY MEASURING TRANSFER DISTANCE FOR SYSTEM DESIGN AND OPERATION

Algorithm 1: Calculating Transfer Distance in Domain Adaptation with Discrete ).

Input: datag, datar, P(Y = y)Vy € Y
Output: 5x|y:y, (5)(, 6Y=y\X
def fit(data):
{P(X|Y =y)}yey « fitter(data)
P(X) < 3 ey PIXIY =y)P(Y =y)
{PY =yl X)tyey < {PX]Y =y)P(Y =y)/P(X)}yey
return P(X|Y), P(X), P(Y|X)

{Ps(X]Y = y)}yey, Ps(X), {Ps(Y = y|X)}yey « fit(datas)
{Pr(X|Y =y)}yey, Pr(X),{Pr(Y = y|X)}yey « fit(datar)
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{0xy=y}yey < 0(Ps(X|Y), Pr(X[Y))
5X < 5(PS(X),PT(X))
{0y —yix byey < 0(Ps(Y]X), Pr(Y|X))

return {6X|Y:y}yeya (5)(, {5Y:y|X}y€y

all y € Y. We construct Ps(X) and Pp(X) using a prior P(Y)
and the total probability law, and then construct Ps(Y = y|X)
and Pr(Y = y|X) for all y € ) using the Bayes theorem. We,
then, sample from X x ) according to the source and target
distributions and calculate the transfer distance  using these
samples. This process is shown in Algorithm 1.

We use the GMMs to fit the likelihoods P(X|Y), i.e., as
the fitter method in fit function of Algorithm 1. The Gaussian
mixture modeling is a clustering technique whereby a mixture
of probability weighted multivariate Gaussian distributions is fit
to data. Each point is assigned to a single multivariate Gaussian,
i.e., its cluster. For a GMM with K clusters

K
p(X) = 3 MmN (X, %)

k=1

where p(X) is the density function of X, 7y, is the probability
weight of cluster k, and N is the multivariate Gaussian distri-
bution with mean p;; and covariance o.

Here, an empirical prior probability—the ratio of the sample
size of each label to the total number of samples—is used
to estimate P(Y = y) and construct P(X) from the GMMs
of P(X]Y), except for the binary classification problem in
PHM where sensitivity to P(Y = y) is considered. Methods for
estimating P(Y = y) are historic, varied, and often application-
specific [50]. Our use of empirical priors is not a recommenda-
tion, per se, and choice of an alternative approach is a means by
which practitioners can tailor their use of the transfer distance
methodology to their specific application.

Explicitly, closed-form models of the source and target allow
for a rich set of distance functions. Different applications may
call for different distances, and closed-form distributions afford
this flexibility. In our case, we use the Hellinger distance and
the Kullback-Leibler (KL) divergence as our transfer distances
0. For the sake of computation, distributions are discretized by
sampling a region defined over the union of the supports of the

distributions in question.! Given two discrete probability distri-
butions P = (p1,...,pn) and Q = (q1, - . ., qn), the Hellinger
distance between P and @ is

n

H(P.Q) = 5\ | S (V7= V)*

i=1

H is symmetric and bounded [0, 1], where H = 0 implies that
the distributions are completely identical and H = 1 implies that
they do not overlap at all. The KL divergence between P and )
is

KL(P,Q) =Y p log%.
i=1 v

The KL is not symmetric and is unbounded above [0, c0),
where its lower bound implies that the distributions are com-
pletely identical. The Hellinger distance is used for the PHM
case studies in system design and the KL divergence is used for
the computer vision case studies in system operation. The reason
for changing distance measures is to underscore the generality
of the proposed methodology.

IV. TRANSFER DISTANCE FOR SYSTEM DESIGN

In system design, transfer distance can be used to design
systems with an awareness of the generalization difficulty faced
by component learning systems. Generalization difficulty con-
cerns the difficulty of achieving a certain level of error on new
data. Different design decisions can be associated with different
generalization difficulties. inequality (1), i.e.,

er <esg+06+C

suggests that a higher transfer distance J is associated with a
higher demand on the error in the source eg and the term C'
to keep the upper bound on error in the target e the same as

INear-zero values are treated as zero to bound the supports.
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with a lower transfer distance. Therefore, transfer distance has
a strong, fundamental influence on generalization difficulty.

In cases where the distance between the source and target
is, for example, associated with some physical change in the
system, we can use transfer distance as a means of associating
the physical change with generalization difficulty. Consider the
generalization of prognostics models across system rebuilds.
In previous work, we found that while binary health states for
hydraulic actuators can be classified with an accuracy of 98%
when trained and tested on the same actuator, but when the
actuator is deconstructed and rebuilt, the same classifier does
marginally better than random guessing [35]. When transfer
learning is applied, classification accuracy recovers to almost
90%.

In the following, transfer distance is used to characterize the
generalization difficulty associated with a particular actuator-
rebuild procedure. We show, how an analysis of transfer distance
can be used to understand why the original classifier failed, to
suggest why transfer learning worked, and ultimately, to inform
the iterative design of rebuild procedures to limit degradation in
predictive performance across system rebuilds. We quantify the
generalization difficulty associated with the rebuild procedure
in terms of the transfer distance between binary and multiclass
health state classification before and after the rebuild. Then, we
quantify the number of samples required to achieve a stable
estimate of transfer distance.

Faults were simulated on a hydraulic actuator, the actuator
was deconstructed and rebuilt, and the faults were resimulated.
The failure modes considered are opposing load, external load,
bypass valve, and leak valve failures, among miscellaneous
others. The hydraulic-actuator test stand is equipped with sen-
sors to collect acceleration, pressure, flow, temperature, and
rotary position. In preprocessing, to capture aspects of time-
dependence, the data are first windowed and summarized by the
mean and standard deviation of each window. Then, to reduce the
dimension of the data, principal component analysis is applied.
The first two principal components capture 90% of the variance
in the windowed features. These two components are used in
our studies.

A. Transfer Distance Induced by Rebuild

First, we consider binary health state classification, where
we learn to predict whether the hydraulic actuator is healthy,
Y =0, or damaged, Y = 1. The original actuator is the source,
the rebuilt actuator is the target, and we are interested in em-
pirically quantifying the change in the binary classification
problem induced by the rebuild process, i.e., the changes in the
distributions underlying the problem. There are 789 healthy and
1480 damaged samples in the source, and 1098 healthy and
1822 damaged samples in the target.

The empirical prior P(Y =0) is given by the ratio of
healthy samples to damaged samples, but such a prior implies
almost even—odds of failure. We approximate the empirical
prior as P(Y = 0) = 0.40 and compare against P(Y = 0) €
{0.9,0.99,0.999}. The same priors are used for both the source
and target.

IEEE SYSTEMS JOURNAL, VOL. 16, NO. 3, SEPTEMBER 2022

TABLE I
HELLINGER TRANSFER DISTANCE FOR RELEVANT DISTRIBUTIONS

Transfer Distance P(Y =0)

040 090 099 0.999
dx|y=0 0.22 . . .
x|y 0.54 - - :
ox 041 025 0.22 0.22
Sy —ox 024 023 023 023

Note: § x|y does not depend on P(Y").

The fitted likelihoods and the constructed posterior probabil-
ity of being healthy are plotted in Fig. 2. The likelihood densities
in Fig. 2(a) and (b) show the source in red and target in blue,
fit with 2-component GMMs, where each concentric ellipse
represents one standard deviation from a component’s mean.
The plotted points are from samples held-out from the fitting
process. Whereas the healthy densities overlap closely between
the source and target, the damaged densities do not. The target,
rebuilt actuator has a larger spread in the distribution of damaged
data when represented by its first two principal components.
Classification likely dropped because of this increased variance.
Despite this difference, the posteriors, shown in Fig. 2(c) for
P(Y = 0) = 0.40, are fairly similar. Transfer learning likely
succeeded at bringing accuracy back to nearly 90% because the
increased variance in the damaged likelihood did not strongly
affect the posterior.

Transfer distances § are shown in Table 1. As in the plots,
the healthy likelihoods are closer than the damaged likelihoods.
Notably, the transfer distance between the marginals P(X) is
larger than that between the posteriors P(Y = 0|X). In other
words, there are changes in the distribution of the sensor data that
do not have a material effect on the binary classification problem.
We can also note that as the prior odds of failure decrease, d x and
dy—o|x decrease as well, because the difference in the damaged
likelihood is weighted less.

These results show that the rebuild procedure affects the distri-
butions of damaged data far more than the distribution of healthy
data. This means that while healthy behavior appears similar
across rebuilds, failure does not. This is particularly worrisome
because in fielded systems we will typically only have access
to healthy samples. The transfer distance between the healthy
source and target data suggests a much smaller change than
that actually occurs. This finding reaffirms our position that
designing systems to avoid difficult transfer learning problems
is essential to Al engineering because there are distributional
changes over a system’s life cycle that we cannot sample and
empirically characterize in the field.

In PHM systems, it may be the case that some failure modes
are similar across many machines or many rebuilds, whereas
others are not. Transfer distance provides a means for empir-
ically quantifying how transferable failure modes are relative
to each other, and thereby serves as a mechanism for directing
related engineering effort, such as data collection and algorithm
design.
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TABLE I
HELLINGER TRANSFER DISTANCE FOR RELEVANT DISTRIBUTIONS

Failure Type Likelihood dx |y Posterior §y|x

Opposing Load 0.53 0.64
External Load 0.41 0.72
Bypass Valve 0.18 0.69
Leak Valve 0.74 0.88
Other 0.67 0.80

Since transfer learning comes with associated costs and risks,
it is important to know where it is needed and where it is not.
A need-based approach not only allows for reduced knowledge
transfer and retraining, but it also allows transfer learning algo-
rithms to specifically focus on transferring knowledge for those
failure modes that need source knowledge the most.

We quantify the transfer distance between failure modes in
the source and target using a multiclass health state classifica-
tion problem. Now, ) = {0, 1,2, 3,4, 5} where Y = 0 signifies
healthy and Y =1, ..., 5 signify opposing load, external load,
bypass valve, leak valve, and other failures, respectively. We
have a similar number of samples between source and target
and across failure modes. Using the presented methodology we
fit a posterior distribution Yy € ). Table II shows the likelihood
and posterior transfer distances for each failure mode.

Opposing load failures have a posterior transfer distance of
0.64 and leak valve failures have a posterior transfer distance
of 0.88. This suggests that the sensor-data representations of
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Posterior distributions for different failure modes. Each point corresponds to a single instance of windowed sensor-features. (a) p(X|Y = 1).

opposing load failures in the source and target actuators are
closer than those of leak-valve failure. Put flatly, opposing-load
failures look more similar after the rebuild than leak-valve
failures.

Fig. 3 shows the source and target posterior probabilities for
opposing load, external load, and other miscellaneous failures.
The overlap of the distributions in the plots corresponds to the
posterior transfer distances in Table II. Perhaps an algorithm
designer may conclude that knowledge transfer is feasible for
opposing load failures, but not for other failures. Or, perhaps a
systems engineer would suggest redesigning the rebuild proce-
dure to bring those failure modes with a higher transfer distance
closer in the PCA space.

B. Transfer Distance and Sample Size

We have shown how transfer distance can be used to character-
ize transferability and provide insights for system and algorithm
design. It is important to note that the distribution of the target
actuator has a certain sample complexity. Transfer learning that
relies on measures of distributional difference should wait for
the distribution to settle first; otherwise, methods, such as sample
weighting and selection, will be using inaccurate estimates
of distributional divergence. Similarly, transfer distance may
require a number of samples to be collected before it can be
considered a reliable metric for design and operational decision-
making.

In the hydraulic actuators, each sensor-feature, e.g., the mean
of acceleration 1, the standard deviation of pressure 1, etc., has its
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samples it takes for different sensor-feature types to converge to a stable value, labeled according to sensor-type. The bottom plot shows the transfer distance
between GMMs trained on a subsample of target data and a full sample of target data.

own sample complexity. Note the top-left plot in Fig. 4, which
shows the empirical cumulative distribution functions (CDFs)
associated with different size samples of the standard deviation
of a pressure gauge. The CDF appears not to settle until 150 to
200 samples. If we use the Kolmogorov—Smirnov (KS) statistic,
which gives the largest absolute difference between two uni-
variate CDFs, we can test when successive increases in sample
size no longer change the distance between a sensor-feature’s
CDF in the source and target. In the top-right plot of Fig. 4, the
point where the change in the KS statistic between the source
and target for successive sample sizes changes less than 5%
is plotted for each type of sensor-feature, e.g., acceleration,
pressure, etc. Apparently, the distances between the source and
target univariate CDFs converge at different rates. Accelerations
have the largest KS statistics, but also the lowest sample size to
settle.

We are learning using multiple sensor-features, thus, we are
interested in how they settle jointly. In the bottom plot of Fig. 4,
we consider sensor-feature interdependence by calculating the
Hellinger transfer distances ¢ between target subsamples of a
size corresponding to the x-axis and the full target sample.
Transfer distances dy|x and dx|y—o decrease as sample size
increases, and transfer distances dx and ¢ x|y —; roughly follow
the same trend. Based on these results, it appears as though it

takes at least 300 to 350 samples in the target before estimates
of distributional divergence are stable. Note, that in practice, we
often will only be able to conduct this analysis using the healthy
data.

In the context of machinery, depending on the nature of a
maintenance procedure, the time to estimate the new distribution
of sensor-data may change. This period relates to the lag-time
before we can transfer knowledge to the new system to support
data-driven PHM. The design of maintenance procedures to
influence the length of this intervention is an important aspect
of keeping PHM systems functioning.

V. TRANSFER DISTANCE FOR SYSTEM OPERATION

In system operation, transfer distance can be used to oper-
ate systems with an awareness of the expected generalization
performance of component learning systems. Generalization
performance concerns a learning system’s error on new data.
Different operational decisions are associated with different
expected generalization performances. Inequality (1) suggests
that transfer distance plays a fundamental role in determining the
upper bound on error in new environments. Therefore, transfer
distance has a strong connection to expected generalization
performance.
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MNIST in latent space. (a) MNIST original, source images (left) and rotated, target images (right) in the variational autoencoder’s latent space.

(b) The variational autoencoder’s latent space shows the effect of rotation varies by digit.

In defense applications of computer vision, look angle, pixel
density, time of day, and biome, for example, can vary between
missions. Even when the sample spaces of images X and image
labels Y have the same structure, the probability distributions
associated with those sample spaces can differ drastically. Some-
times, one can intuit the existence of significant differences, for
example, between image classification problems in the tundra
and jungle. Other times, it is not as clear, for example, between
classification problems in the Southern and Northern California.
In either cases, transfer distance can empirically support or reject
such intuition.

In the following, we first explore the relationships between
transfer distance and expected generalization performance on
the canonical handwritten digit recognition dataset MNIST [51].
Then, with this understanding, we explore an application in
defense where a model trained to detect the presence of aircraftin
the Southern California is deployed on a mission in the Northern
California [52]. In both cases, we use autoencoders to com-
press the images into a low-dimensional, latent representation
before applying the Algorithm 1 to compute transfer distances
of interest. We use the GMMs as before, but now use the KL
divergence instead of the Hellinger distance as our measure of
transfer distance 9.

A. MNIST and Expected Operational Performance

Just as transfer distance can be used as a metric for assess-
ing the difficulty of generalization associated with a particular
system design, it can be used to assess expected operational
performance. Unlike in system design, in system operation we do

not have direct control over transfer distance. We are not looking
to change transfer distance directly, but rather, to operate in such
away that performance remains satisfactory.? Viewed discretely,
we have a training environment, the source, and an operating
environment, the target, and are interested in identifying if
generalization performance in the operating environment will
be satisfactory.

To see how transfer distance relates to expected operational
performance, consider the MNIST handwritten digit recognition
problem. The dataset contains examples of handwritten digits 0
through 9. We let the original data act as the source, training
environment. To create a target we rotate all original data by
90-degrees clockwise. We fit a variational autoencoder to the
source images and use it to represent the source and target images
as bivariate Gaussian distributions [53].

The transformed images are plotted in Fig. 5(a) according to
their Gaussian means ;.. Whereas 0, 1, and 6 are well separated
in the source, as shown in the left plot, no rotated digits are
well separated in the target, as shown in the right plot. The
target images are interspersed with each other and have a smaller
variance in £¢; and o than the source images. This immediately
suggests that the rotation of the images has a significant effect
on P(X).

This difference in P(X) is not the same for all digits, however.
Consider the digits 0, 3, and 6, as shown in Fig. 5(b). While all
show differences, both the source and target “0” and “6” images
share some overlap. In contrast, the source and target “3” images

2In general, design and operation are inextricable, but herein we establish a
dichotomy to emphasize the dual use of transfer distance.
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Fig. 6. Higher transfer distance digits have low recall.

are almost partitioned by 1; = 0.5. It makes intuitive sense that
0 and 6 are more similar because of the invariance of circles to
rotation.

To investigate further, we use a random forest to classify
digits [54]. When we calculate the recall on the rotated, target im-
ages of a classifier trained on the nonrotated, source images we
find that those digits with a higher transfer distance (in this case
a higher KL divergence) have a lower recall, as shown in Fig. 6.
Different to accuracy, recall considers the true positive rate, i.e.,
the ratio of correct classifications to number of instances of that
class. “0” images have the highest recall and lowest transfer
distance. And while digits “1” and “6” have low recall and low
transfer distance, there are no cases of high transfer distance
and high recall. Thus, it seems high transfer distances have low
recall. Given a measurement of transfer distance, we can form an
empirical judgement of expected operational performance and,
correspondingly, can make empirically informed operational
decisions. In the following, we consider a “go, no go” mission
deployment problem in aircraft detection.

B. Mission Scenario in Aircraft Detection

Object detection from overhead imagery is a core function in
defense systems. Despite the success of high-capacity models,
like deep learning, image classifiers are not global. Classifiers
trained in one geographic region suffer performance degradation
when deployed in other geographic regions. Fundamentally, this
occurs because of a change in the underlying distribution of
images. Transfer distance can be used to anticipate and detect
drops in performance by comparing the distributional difference
between samples from the training and operating environments.

Consider a case where a classifier is trained to detect the
presence of aircraft in the Southern California and is tasked with
operating in the Northern California. Example images are shown
in Fig. 7. There are roughly 20000 images from the Southern
California and 12000 images from the Northern California.
We trained a convolutional neural network to detect aircraft on
Southern California images.

When classifying held-out images from the Southern Califor-
nia the classifier’s accuracy is nearly 98%, but when classifying
images from the Northern California accuracy drops to nearly
85%, as shown in Fig. 8. The classifier still has predictive power,
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Fig. 8. Shown is the classification accuracy of a convolutional neural network
trained in the Southern California evaluated on the Southern California images,
in blue, and on the Northern California images, in orange, over the course of ten
training epochs.

but, in critical applications like defense, the difference between
a 2% error rate and a 15% error rate is significant enough to
constitute failure.

In order to apply our transfer distance methodology, we first
train an autoencoder on the Southern California images. To do
this, we initialize a convolutional autoencoder with weights
from the VGG-16 image classification network and then we
fine-tune those weights [55]. We use the autoencoder to encode
the images into vectors. Then, we find the principal components
of the encoded Southern California images and transform all
images into the first two principal components, as in the actuator
example. In contrast to the actuator example, however, because
of the size of the dataset, we batch the data into samples of 100
before fitting GMMs.

When we calculate transfer distances dx between samples
drawn from the Southern California, we find them to have a mean
KL divergence of 5.60. When we calculate transfer distances
dx between samples drawn from the Southern and Northern
California, we find them to have a slightly higher mean KL
divergence of 5.97. This suggests that samples drawn from the
Southern and Northern California are, on average, farther from
each other than two samples drawn from the Southern California.
The small difference in expected transfer distance corresponds
to the slight drop in the classification accuracy in Fig. 8. While
this transfer distance may seem small, it highlights a general
difference between the Southern and Northern Californiaimages
for deeper analysis. We can investigate further by calculating
transfer distances dx |y of correctly and incorrectly classified
images.



CODY et al.: EMPIRICALLY MEASURING TRANSFER DISTANCE FOR SYSTEM DESIGN AND OPERATION

= Correctly Classified Northern Aircraft
8w
15
o 8
g 60
2 40
a 20 &
E 0 I Southern Aircraft
E Correctly Classified
_:-‘ ! W \orihern Aircraft
2 —40
o =100 =75 -50 -25 0 25 50 s 100 125
15t Principal Component
(@)
g Misclassified Northern Aircraft
(o)
§ 100
80
g 60
°
2 40 e
84 20
g 0 B Southern Aircraft
=20 Misclassified
g-‘ w B Northern Aircraft
?V ~100 - -50 =25 0 25 50 75 100 125
15t Principal Component
(b)
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classifications when classifying images in the Northern California using a
classifier trained in the Southern California. Misclassified Northern California
aircraft images do not share a center of mass with the Southern California aircraft
images. (a) True Positives. (b) False Negatives.

Correctly classified Northern California aircraft images have
a KL divergence of 0.94 from Southern California aircraft im-
ages, while misclassified Northern aircraft images have a KL
divergence of 1.99, twice as high. These distances correspond
to true positive and false negative cases, respectively. Correctly
classified nonaircraft images from the Northern California have
a KL divergence of 2.34 from Southern California nonaircraft
images, while misclassified nonaircraft images from the North-
ern California have transfer distance of 3.11. Note, the transfer
distance for incorrectly classified images is higher than the trans-
fer distance for correctly classified images for both aircraft and
nonaircraft images. That is, higher transfer distance correlates to
higher error. We can analyze why this is so by using the principal
components of the encoded images.

True positives refer to correctly classified aircraft images
and false negatives refer to incorrectly classified aircraft im-
ages. The true positives and false negatives associated with the
classifier trained on the Southern California overhead imagery
are shown in Fig. 9(a) and (b), respectively. Notice that the
correctly classified aircraft images are near the center of mass
of the Southern California aircraft images while the incorrectly
classified aircraft images are not. In other words, the incorrectly
classified Northern California aircraft images are in the tails of
the distribution of the Southern California aircraft images.

This suggests that system operators can empirically inform
“go, no go” deployment decisions using transfer distance. In
this case, the transfer distance between unlabeled images dx
suggests a slight drop in the performance. Further, transfer
distance between misclassified images is higher than that of the
correctly classified images. Before deployment, system oper-
ators can use this empirical evidence to anticipate challenges
to mission success. After deployment, system operators can
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use transfer distance to adjust their confidence in the model’s
classification accuracy in real-time.

VI. REMARKS AND LIMITATIONS

In the preceding, we demonstrated how to use transfer dis-
tance to compare the transferability of binary and multiclass
health state classifiers. In doing so, we showed how transfer
distance can be used to quantify the transferability of both
generalized and specific modes of failure across maintenance
procedures. In addition, we showed how to determine the num-
ber of samples needed for stable estimates of transfer-distance
and transfer-learning parameters, and discussed the role of the
design of maintenance procedures in the length of this inter-
vening period. We also demonstrated transfer distance’s use
in computer vision. In particular, we identified what kind of
images are least transferable across changes in look angle and
we anticipated and analyzed degradation in aircraft detection
performance between geographic regions. We used different
measures of transfer distance and generalization performance
as well as different sized data-sets from different domains,
i.e., sensor data and images, to highlight the generality of the
presented transfer distance methodology. The varied concerns of
these case studies may appear disparate when viewed bottom-up,
but, when viewed top-down, transfer distance presents itself as
an application-agnostic methodology for systems engineering.

The presented systems engineering methods are complemen-
tary to algorithmic methods. They are necessary in the many
cases where data will not be available to sufficiently adapt
component learning systems. They are complementary because
robust and sample-efficient learning algorithms require less
consideration in system design and operation, and more consid-
eration in system design and operation requires less robustness
and sample-efficiency from learning algorithms.

While the calculation of transfer distance using the Bayesian
method presented herein is not computationally efficient, the
purpose of transfer distance as a formal concept is to elevate
its use beyond the definition of loss functions for machine
learning. The Bayesian formulation emphasizes the varied roles
of all the terms in the Bayes theorem, trading off computational
efficiency for richness of information. Negotiating this tradeoff
as appropriate for a given application and its available data are
left to practitioners.

Itis important to note that the full Bayesian characterization of
transfer distance is not needed to use transfer distance to inform
decisions in system design and operation. As mentioned, domain
adaptation theory for upper-bounding error in new environments
is built around the use of marginal distributions P(X), i.e.,
unlabeled data. In addition, the distributions of the domain
and task do not necessarily need to be fit empirically. Expert
knowledge, e.g., in the form of physical models or mission
profiles, can provide physics-based or judgmental models of
distributions. And so, the data used to calculate transfer distance
do not need to be the same as the data used by transfer learning
algorithms, therefore, transfer distance can be estimated during
operation in cases with insufficient data for transfer learning.
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VII. CONCLUSION

As machine learning is deployed into systems, it is important
to consider the role systems engineering plays as a mechanism
for generalization. Systems engineering for Al requires metrics
that can relate learning-theoretic concerns to the systems-level.
Transfer distance is such a metric. In learning theory, it is central
to the bounding of prediction error of learned models in new
settings, such as rebuilt actuators or new look angles. At the
systems-level, it serves as a measurement of the closeness of
learning problems, and thereby a metric for designing and oper-
ating systems with the generalization performance of component
learning systems in mind.

Herein, we formally defined transfer distance as a measure,
presented an algorithm for calculating it, and demonstrated its
use in system design and operation. We emphasized how, by
using transfer distance as a metric, systems can be designed
to influence generalization difficulty and can be operated to
influence generalization performance. Better matching system
design and operation with component learning systems means
a lower chance of negative transfer, or at least a heightened
ability to anticipate negative transfer, less frequent occurrences
of drift or more anticipatable drift, and, overall, a lower burden
on algorithmic robustness.

In future work, we plan to further explore the use of transfer
distance in engineering practice. For example, in designing
rebuild procedures, we aim to characterize the sensitivity of
transfer distance to the tensions of fasteners, locations of sensors,
and the manufacturer of replacement parts. Also, in making “go,
no-go” operational decisions, e.g., in unmanned aerial systems,
we aim to tie mission success to the transfer distance between
training and operating environments. Lastly, the emphasis on
problem domain and task in the definition of transfer distance
follows from the status quo focus on problem solving in the
machine learning literature. Future work should investigate the
empirical use of transfer distancex between learning algorithms
and their systems more broadly.
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