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Abstract—Successive interference cancelation (SIC) has been
considered widely for the detection of downlink nonorthogonal
multiple access (NOMA) signals. However, the sequential detec-
tion inherent to SIC process may introduce additional time delay
for certain users, making the SIC unsuitable for communication
systems with time delay constraints such as wireless networks
that utilize unmanned aerial vehicles or low earth orbit satellites.
Therefore, this article considers the performance of NOMA systems
using a joint multiuser detector (JMuD), which can detect the
signals of all users simultaneously and, hence, reduce the detection
time requirements. The performance of the JMuD is evaluated
in terms of bit error rate (BER), computational complexity, and
processing time and compared to the SIC detector (SICD). The
exact BER of the JMuD is derived analytically using quadrature
phase shift keying modulation where closed-form expressions are
derived for the two- and three-user scenarios for the air-to-ground
channel, which is modeled as a Rician fading channels with order
statistics. The obtained analytical results corroborated by Monte
Carlo simulation confirm that the BERs of the JMuD and SICD are
identical; however, the processing time of the SICD is 51% more
than the JMuD for several cases of interest.

Index Terms—Bit error rate (BER), joint detection, maximum
likelihood detection (MLD), nonorthogonal multiple access
(NOMA), successive interference cancelation (SIC).

I. INTRODUCTION

THE utilization of unmanned aerial vehicles (UAVs)
and small low Earth orbit satellites (LEOSs), such as

CubeSat, for various applications has witnessed a significant
increase in the last few years. Moreover, UAVs and LEOSs are
expected to be part of future wireless networks [1]–[3], which
is part of the emerging concept of flying networks. In flying
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network applications, the communicating devices are expected
to download or relay a massive amount of information in short
time periods that are upper bounded by the flyover time, which
is typically very short. Furthermore, the timing window for data
transfer might be even limited to the channel coherence time,
which is much shorter than the flyover time. This is required
to avoid extensive channel-state-information (CSI) exchange
and, hence, reducing the signaling overhead [4]. Although the
downlink data rate is generally determined by the transmitter,
it is not actually the case when the network protocol supports
handshaking to provide reliable data communications [5]. In
such scenarios, the average data rate is determined by both, the
transmitter and receiver, and if the receiver’s response to the
handshaking request is slow, the average data rate may drop
significantly [6], [7]. Consequently, such systems should be
equipped with highly efficient transmitter and receiver designs
to satisfy such stringent timing constraints.

Nonorthogonal multiple access (NOMA) is an efficient mul-
tiple access technique, which is considered as a promising
candidate for future wireless communication networks [8]–[20].
NOMA can improve the spectral efficiency by allowing multiple
users to share the transmission resources simultaneously at the
expense of some additional receiver complexity and bit error
rate (BER) degradation [21]. Several NOMA schemes have been
proposed in the literature, but the main categories are the code
[14], [22] and power NOMA [23], [24], which is the focus of
this article.

The basic concept of power NOMA is that multiple users
may share transmission resources simultaneously by assigning
each user a particular power [25]. In the literature, successive
interference cancelation (SIC) has been considered widely [9],
[11], [13], [14], [16]–[18], [26]–[28] as the main detection
scheme for NOMA signals. However, SIC detectors (SICDs)
suffer from long processing times because the nth user has to
sequentially detect, modulate, and subtract the signals of users 1,
2,. . ., n− 1 [29]. To reduce the processing time, joint multiuser
detection (JMuD) has been proposed as an alternative for the
SICD [29]–[33].

The BER analysis of NOMA using SICD has received exten-
sive attention in the recent literature [9], [14], [18], [34], [35].
Nevertheless, to the best of the authors’ knowledge, the exact
BER of NOMA using JMuD has never been derived. Moreover,
the computational complexity for the three-user NOMA and the
processing time of the JMuD has never been compared to the
SICD. Therefore, unlike the work of [33] which presents an
upper bound on the BER and compares the complexity of the
SICD and JMuD for the two-user scenario, the aim of this article
is to derive the exact BER of NOMA systems using JMuD,
evaluate its computational time and complexity, and compare
them to the SICD for the two- and three-user scenarios. Such
comparison enables the system designer to optimize the system

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0002-3487-3438
https://orcid.org/0000-0003-1500-1260
https://orcid.org/0000-0002-2346-7442
mailto:tasneem.assaf@ku.ac.ae
mailto:mohamed.elmoursi@ku.ac.ae
mailto:dweik@fulbrightmail.org
mailto:hatem.zeineldin@ku.ac.ae
mailto:mohammad.al-jarrah@manchester.ac.uk


ASSAF et al.: NOMA RECEIVER DESIGN FOR DELAY-SENSITIVE SYSTEMS 5607

configuration to satisfy time and complexity constraints. The
obtained analytical and simulation results show that the BERs
of the JMuD and SICD are identical, while the processing time
and complexity are drastically different. More specifically, the
processing time of the JMuD is substantially less than the SICD
because it can perform the detection process for any user without
waiting for other users’ signal to be detected, modulated, and
subtracted. On the contrary, the complexity of the JMuD is
generally higher than the SICD because the transmitted signal
constellation size increases exponentially with the number of
users, while it increases linearly in the case of SICD. Moreover,
the SICD structure depends on the relative power of each user;
hence, receiver reconfiguration is required every time the power
coefficients change their order, which may introduce additional
delay and hardware complexity. Such a problem does not exist
in the JMuD; however, all users should use maximum likelihood
detection (MLD) while considering the superimposed constel-
lation.

The rest of the article is organized as follows. In Section II, the
system and channel models are presented. The exact BER anal-
ysis for the two- and three-user NOMA systems are presented
in Sections III and IV, respectively. The complexity comparison
between SICD and JMuD is represented in Section VI , while
numerical and simulation results are shown in Section VII.
Finally, the article is concluded in Section VIII.

II. SYSTEM AND CHANNEL MODELS

This article considers power-domain downlink NOMA sys-
tems withN users,U1, ...,UN , where the users’ equipment (UE)
and the base station (BS) are equipped with a single antenna [9].
Consequently, the multiuser signal transmitted from the BS can
be described as

x =

N∑
n=1

√
βnPT sn (1)

where sn is the data symbol of the nth user that is selected
uniformly from a Gray coded quadrature-phase shift keying
(QPSK) symbol constellation,PT is the BS total transmit power,
and βn is the allocated power coefficient for the nth user. For the
rest of the article, the transmit power PT is normalized to unity,
and, thus,

∑N
n=1 βn = 1. For notation simplicity, we define

sn = ak → s
(k)
n , k ∈ {0, 1, 2, 3}, a0 = 00, a1 = 01, a2 = 10,

and a3 = 11. For the case of QPSK and for N ≤ 3, the in-phase
xI � �(x) and quadrature xQ � �(x) components for each
constellation point of the superimposed symbol x can be defined
as

Au1u2u3
=

3∑
i=1

ui

√
βi, ui ∈

{
0, 1, 1́, 2

}
(2)

where 1́ � −1. For example, given that s
(2)
1 = s

(2)
2 , then

x = 1010 and xI = −√
β1 −

√
β2 � A1́1́0, and xQ =

√
β1 +√

β2 � A110. It should be noted thatu3 represents the amplitude
of the third user in N = 3 NOMA system.

An example for the case is shown in Fig. 1, where the two
users use QPSK. The most left and right two bits belong to the
first and second users, respectively. As can be noted from the
figure, the constellation of the NOMA symbol x looks like a
16 quadrature amplitude modulation (QAM) constellation. In
flat fading channels, the received signal at the nth UE can be
expressed as

rn = hnx+ wn (3)

Fig. 1. Constellation diagram of the transmitted symbol x for N = 2.

where hn represents the complex channel frequency response
between the BS and nth user, the channel envelope |hn| � αn,
and wn is the additive white Gaussian noise (AWGN), wn ∼
CN (0, 2σ2

w). In NOMA systems, it is typically assumed that
the first user has the lowest channel gain, the second user has
the second lowest channel gain, and so forth, i.e., α1 < α2 <
· · · < αN . Thus, the power coefficients should be allocated in the
opposite order of the channel gains, i.e., β1 > β2 > · · · > βN .
The channel coefficients considered in this article follow the air-
to-ground (AG) model presented in [36] and [37]. The extensive
measurements in [36] and [37] show that the AG link can be
modeled as a frequency-selective Rician fading channel with a
K factor that ranges from 2 to 20 dB. The channel ordering is
assumed to remain fixed for the coherence time of the channel,
which can be more than 5 ms [38], which allows a reasonable
CSI exchange frequency.

For coherent detection, the channel phase arg{hn} � θn can
be estimated and compensated separately from αn. Given that
the channel phase θn is estimated and compensated perfectly
at the nth UE receiver, then the received signal after phase
compensation can be written as

řn = rne
−jθn = αnx+ w̌n (4)

where w̌n = wne
−jθn . Assuming that wn is circularly symmet-

ric, then w̌n ∼ wn ∼ CN (0, 2σ2
w). To extract the information

symbols sn ∀n, two possible detectors can be utilized, the SICD
and JMuD. The JMuD is similar to the MLD used with QAM
signals, except that the bits in each symbol belong to multiple
users.

A. Detection of NOMA Signals Using JMuD

Based on the constellation diagram of Fig. 1, the JMuD of the
nth user can be written as

{ŝ1, ŝ2, …, ŝN} = arg min
s̃1,s̃2, …,s̃N

∣∣∣∣∣rn − ĥn

N∑
i=1

√
βis̃i

∣∣∣∣∣
2

(5)

where s̃i are the trial values of si and ĥn is the estimated value
of hn. By noting that the modulation order of the superimposed
symbol is M1 ×M2 × · · · ×MN , the complexity of the
detector increases exponentially as a function of the number
of users. However, it is interesting to note that to detect the
symbols of the nth user, the JMuD can be designed such that
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the constellation size is M1 ×M2 × · · · ×Mn, and, hence, the
detector will be similar to (5) except that N is replaced by n.
Therefore, the signals of users {n+ 1, n+ 2, …, M} can be
considered as unknown additive noise. For example, the first
user detector can be written as

ŝ1 = argmin
s̃1

∣∣∣r1 − ĥ1

√
β1s̃1

∣∣∣2 (6)

which is the typical MLD for QPSK signals. It is straightforward
to show that the BERs of the two detectors in (5) and (6) are
identical, and, thus, it is preferable complexity-wise to use the
MLD in (6).

B. Detection of NOMA Signals Using SICD

The NOMA signals can also be detected using the SICD
approach, where the signal for the nth user is detected after
detecting and subtracting the signals of the first n− 1 users.
Therefore, MLD is applied n times; however, the constellation
size in each round is equal to the modulation order of the nth
user signal, and, thus

ŝn = argmin
s̃n

∣∣∣∣∣rn − ĥn

n−1∑
i=1

√
βiŝi − ĥn

√
βns̃n

∣∣∣∣∣
2

. (7)

For the first user, it is clear that both the MLD (6) and SICD
(7) have the same structure and, hence, the same BER, which is
given in [9]. Moreover, it is worth noting the similarity between
the SICD and JMuD in the sense that the signals of U1, ..., Un−1

are involved in the detection of the signal of Un.

III. JMUD BER ANALYSIS (U1|N=2, U2|N=2)

This section considers a two-user NOMA system using QPSK
modulation. The transmitted superimposed symbol x is the
superposition of two QPSK symbols, and, hence, it corresponds
to 1 out of 16 constellation points each of which has 4 b, as shown
in Fig. 1. The bit representation for each point is expressed as
bni, {n, i} ∈ {1, 2}, where n is the user index and i is the bit
index.

For the first user, the detection is performed using (6). Based
on the specific value of s1 and the interuser interference (IUI)
caused by U2, symbol x may become one of the four constella-
tion points in the neighborhood of s1 shown in Fig. 1.

The average BER should consider all possible combinations
of s1 and s2

Pb1i =
∑
l,k

(
Pb1i |s(l)1 , s(k)

2

)
P
(
s
(l)
1 , s(k)2

)
. (8)

It should be noted that s1 and s2 are independent, then (8) can
be written as

Pb1i =
1

16

3∑
{l.k}=0

(
Pb1i |s(l)1 , s(k)

2

)
. (9)

Case 1: s(2)1 , s(0)2 : The error probability of b11, Pb11 |s(2)1 , s(0)2
,

depends only on the in-phase component of ř1, i.e., �(ř1) � r1
and the specific value of x, x = −A11́0 + jA110. Thus

Pb11 |s(2)1 , s(0)2
= P(r1 ≥ 0)

= P(−α1A11́0 + n1 ≥ 0)

= P(n1 ≥ α1A11́0) (10)

where r1 = −α1A11́0 + n1, �(w̌1) � n1. Therefore

Pb11 |s(2)1 , s(0)2
=

1√
2πσ2

n1

∫ ∞

α1A11́0

e
− z2

2σ2
n1 dn1

= Q
(√

γ1,1
)

(11)

where γ1,1 = γα2
1A

2
11́0

, γ = 1
σ2
w

, andQ(.) denotes the Gaussian
Q function.

Case 2: s(2)1 , s(1)2 : By following the same approach of Case 1,
the error probability of this case is given by (11) as well.

Case 3: s(2)1 , s(2)2 : The error probability can be expressed as

Pb11 |s(2)1 , s(2)2
= P(r1 ≥ 0)

= P(n1 ≥ α1A110) . (12)

Following the same approach used to derive (11) gives

Pb11 |s(2)1 , s(2)2
= Q

(√
γ1,2
)

(13)

where γ1,2 = γα2
1A

2
110.

Case 4: s
(2)
1 , s(3)2 : The probability of error in this case is

similar to the case of s(2)1 , s(2)2 .
Cases 5–16 are evaluated using the same approach, except

that the value of s1 is replaced by a0, a1, a2, and a3. Through
the substitution of the 16 cases results in (9), the conditional
BER for the bit b11 can be expressed as

Pb11 =
1

2

[
Q
(√

γ1,1
)
+Q

(√
γ1,2
)]

. (14)

Clearly,Pb12 = Pb11 . Therefore, the conditional BER of the first
user is given

PU1
=

1

2
[Pb11 + Pb12 ]

=
1

2

[
Q
(√

γ1,1
)
+Q

(√
γ1,2
)]

. (15)

As for the second user, the JMuD requires a 16-point MLD
as shown in (5).

The error probability for the second user can be computed by
evaluating the error probability for each individual bit, i.e., b21
and b22. Because the error probability depends on s1 and s2,
then

Pb2i =
∑
l,v

(
Pb2i |s(l)1 , s(v)

2

)
P
(
s
(l)
1 , s(v)2

)
. (16)

By noting that s1 and s2 are independent, then (16) for the 16-
point constellation can be written as

Pb2i =
1

16

3∑
{l,v}=0

(
Pb2i |s(l)1 , s(v)

2

)
. (17)

The following cases cover the error probability of all possible
constellation points of x.

Case 1. s(0)1 , s(0)2 : For this case, the transmitted signal is x =
A110 + jA110 and an error occurs if ŝ1 = a2 (10) or a3 (11).
Consequently, the error probability of b21 can be expressed as

Pb21 |s(0)1 , s(0)2
= P(r2 ≤ α2A100, r2 ≥ 0 ∪ r2 ≤ α2A1́00)

= P(r2 ≤ α2A100, r2 ≥ 0) + P(r2 ≤ α2A1́00)

−P (r2 ≤ α2A100, r2 ≥ 0, r2 ≤ α2A1́00)

= P(n2 ≤ α2A01́0)− P(n2 ≤ α2A1́1́0)

+ P(n2 ≤ α2A2́1́0) (18)
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where r2 � �(x) = α2A110 + n2 and �(w̌2) � n2. By noting
that

P(n2 ≥ α2Au1u2u3
) =

1√
2πσ2

n2

∫ ∞

α2Au1u2u3

e
− z2

2σ2
n2 dn2

= Q
(√

γ2,c
)

(19)

where γ2,c = γα2
2A

2
u1u2u3

. Then

Pb21 |s(0)1 , s(0)2
= Q

(√
γ2,1
)−Q

(√
γ2,2
)
+Q

(√
γ2,3
)

(20)

where γ2,1 = γα2
2A

2
010, γ2,2 = γα2

2A
2
110, and γ2,3 = γα2

2A
2
210.

Following the same approach for all constellation points
that correspond to the combinations [s

(0)
1 , s

(1)
2 ], [s

(1)
1 ,

s
(0)
2 ], and [s

(1)
1 , s

(1)
2 ] gives the same probability of error

for Pb21 |s(0)1 , s(0)2
. Therefore, Pb21 |s(0)1 , s(0)2

= Pb21 |s(0)1 , s(1)2
=

Pb21 |s(1)1 , s(0)2
= Pb21 |s(1)1 , s(1)2

, which is given by (20).

Case 2. s(0)1 , s(2)2 : For this case x = A11́0 + jA110. The error
probability of b21 can be obtained as

Pb21 |s(0)1 , s(2)2
= P(r2 ≥ α2A100 ∪ r2 ≥ α2A1́00, r2 ≤ 0)

= P(r2 ≥ α2A100) + P(r2 ≥ α2A1́00, r2 ≤ 0)

− P(r2 ≥ α2A100, r2 ≥ α2A1́00, r2 ≤ 0)

= P(n2 ≥ α2A010)

+ P(n2 ≥ α2A2́10, n2 ≤ α2A1́10)

= P(n2 ≥ α2A010)

+ P(α2A2́10 ≤ n2 ≤ α2A1́10)

= Q
(√

γ2,1
)
+Q

(√
γ2,4
)−Q

(√
γ2,5
)

(21)

where γ2,4 = γα2
2A

2
11́0

and γ2,5 = γα2
2A

2
21́0

. It can be noted
that the constellation points that correspond to the combinations
[s

(0)
1 , s

(3)
2 ], [s(1)1 , s(2)2 ] and [s

(1)
1 , s(3)2 ] have the same probability,

which is given by (21).
Case 3. s(2)1 , s(0)2 : For this case, x = −A11́0 + jA110, and

then the error probability can be expressed as

Pb21 |s(2)1 , s(0)2
= P(r2 ≤ α2A1́00 ∪ r2 ≤ α2A100, r2 ≥ 0)

= P(r2 ≤ α2A1́00) + P(r2 ≤ α2A100, r2 ≥ 0)

− P(r2 ≤ α2A1́00, r2 ≤ α2A100, r2 ≥ 0)

= P(n2 ≤ α2A01́0) + P(n2 ≤ α2A21́0)

− P(n2 ≤ α2A11́0)

= Q
(√

γ2,1
)
+Q

(√
γ2,4
)−Q

(√
γ2,5
)
. (22)

The same error probability in (22) is also applicable for the
combinations [s(2)1 , s

(1)
2 ], [s(3)1 , s(0)2 ], and [s

(3)
1 , s(1)2 ].

Case 4. s(2)1 , s(2)2 : For this case, x = −A110 + jA110, and the
error probability can be expressed as
Pb21 |s(2)1 , s(2)2

= P(r2 ≥ α2A1́00, r2 ≤ 0 ∪ r2 ≥ α2A100)

= Q
(√

γ2,1
)−Q

(√
γ2,2
)
+Q

(√
γ2,3
)
. (23)

The result in (23) is also applicable to the combinations
[s

(2)
1 , s

(3)
2 ], [s(3)1 , s(2)2 ], and [s

(3)
1 , s(3)2 ].

Finally, substituting (20)–(23) into (17) gives the uncondi-
tional error probability of b21. Moreover, by following the same
approach for b22, it can be shown thatP22 = P21. Consequently,
the error probability for the second user can be expressed as

PU2
=

1

2

5∑
i=1

viQ
(√

γ2,i
)

, v = [2,−1, 1, 1,−1] . (24)

Interestingly, PU1
and PU2

are actually equal to [9, Eq. 12 and
36], respectively, which implies that the BERs of the JMuD and
SICD are identical. Nevertheless, the analysis for the JMuD is
much simpler because it does not require considering the impact
of the SICD process on users 1,2, 3, . . . , n− 1. The average
BERs over ordered Rician flat fading channels, P̄U1

and P̄U2
,

are evaluated by averaging over the probability density function
(PDF) of γn,i as shown in Appendix.

IV. JMUD BER ANALYSIS (U2|N=3, U3|N=3)

In this section, the BER derivation of N = 3 downlink
NOMA system is illustrated. The transmitted symbol x forms
a 64-point constellation as shown in [9], and the first, sec-
ond, and third users’ signals are given by s1, s2, and s3, re-
spectively. The binary bit representation for the three users is
given by

[
b11 b12 b21 b22 b31 b32

]
, for each bit bni,

n = {1, 2, 3}, and i = {1, 2}. Similar to N = 2 scenario, the
derivation of the first user BER is the same for both JMuD
and SICD [9] because MLD given in (6) is used for QPSK
constellation.

For the second user, the BER is evaluated as follows. The
probability of error for each bit depends on the values of
s1 and s2, and, hence, the average BER should consider all
possible combinations. Nevertheless, due to space limitations,
and because the solution procedure is similar for all cases,
we consider only the case of [s

(0)
1 , s

(0)
2 , s

(0)
3 ] . For this case,

x = A111 + jA111 and b21 can be expressed as
Pb21 |s(0)1 ,s(0)2

= P(r2 ≤ α2A100, r2 ≥ 0 ∪ r2 ≤ α2A1́00)

= P(α2A1́1́1́≤n2≤α2A01́1́)+P(n2≤α2A2́1́1́)

= Q
(√

γ3,5
)−Q

(√
γ3,4
)
+Q

(√
γ3,10

)
(25)

Pb31 |s(0)1 ,s(0)2 ,s(0)3
= P(r3 ≤ α3A110, r3 ≥ α3A100 ∪ r3 ≤ α3A11́0, r3 ≥ 0 ∪ r3 ≤ −α3A11́0, r3 ≥ α3A1́00 ∪ r3 ≤ −A110)

= P(n3≤α3A001́, n3≥α3A01́1́)+P(α3A111+n3≤α3A11́0, α3A111+n3≥0)+P(α3A111+n3 ≤ −A110)

+ P(α3A111 + n3 ≤ −α3A11́0, α3A111 + n3 ≥ α3A1́00)

= P(n3 ≤ α3A001́)− P(n3 ≤ α3A01́1́) + P(n3 ≤ α3A02́1́)− P(n3 ≤ α3A1́1́1́) + P(n3 ≤ α3A2́01́)

− P(n3 ≤ α3A2́1́1́) + P(n3 ≤ α3A2́2́1́)

= −Q
(√

γ3,4
)−Q

(√
γ3,5
)−Q

(√
γ3,10

)
+Q

(√
γ3,11

)
+Q

(√
γ3,12

)
+Q

(√
γ3,13

)
+Q

(√
γ3,18

)
(26)
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where γ3,4, γ3,5, and γ3,10 are defined in [9]. By following the
same approach used in Section III, the exact BER for both b21and
b22 can be evaluated for all possible combinations of s1, s2,
which interestingly show that the JMuD and SICD have equal
BERs.

For U3|N=3, the JMuD adopts a 64-point MLD constellation.
Similar to the previous cases, the error probability depends on
s1, s2, and s3. Nevertheless, because the solution procedure is
similar for all cases, we only consider the case of [s(0)1 , s

(0)
2 , s

(0)
3 ].

For this case, Pb31 can be expressed as shown in (26) at the
bottom of the previous page, where the terms γ3,4, γ3,5, γ3,10,
γ3,11, γ3,12, γ3,13, and γ3,18 are defined in [9].

It is worth noting that deriving analytical BER expressions
for NOMA using arbitrary number of users N and modulation
orders M1, M2, . . ., MN is highly desirable. However, such
a task requires an entirely dedicated work as reported in [39],
where the BER is derived for an arbitrary Mn, but the results
are limited for the two-user scenario, i.e., N = 2.

V. POWER ALLOCATION

The power allocation (PA) problem is formulated to minimize
the overall average BER of the NOMA system while ensuring
fairness for all users. Fairness is defined as maintaining a specific
BER thresholds for each user. Therefore, the problem can be
formulated as

min
β̈n

1

N

N∑
n=1

P̄Un
(27a)

subject to
N∑

n=1

βn = 1 (27b)

P̄Un
≤ P̄ th

Un
∀n ∈ {1, 2, . . . , N} (27c)

βl � βk, l 
= k, l < k, {l, k} ∈ {1, 2, . . . , N} (27d)

where β̈n and P̄ th
Un

are the optimal power coefficient and BER
threshold for the nth user, respectively. Constraint (27b) is
used to assure that the total transmit power is limited to unity.
Constraint (27c) is used to assure that each user’s BER is less
than its desired threshold, and (27d) forces the power allocated
for each user to be inversely proportional to its channel gain,
i.e., β1 > β2 > · · · > βN are assigned for the users with the
channel gains α1 < α2 < · · · < αN , respectively. The problem
in (27a) is a constrained nonlinear optimization problem which
is analytically intractable. Hence, numerical methods such as
brute-force and bisection [7] can be used to search for the
near-optimum power coefficients. It should be noted that the
difference from the optimal solution depends on the search step
size.

VI. JMUD AND SICD COMPLEXITY

Although the JMuD and SICD have the same BER perfor-
mance, their receivers’ structure are fundamentally different,
and, hence, the complexity for each detector should be evaluated
and compared. The complexity comparison in this article will be
conducted by evaluating the computational time and hardware
complexity. The computational complexity is evaluated in terms
of the number of real arithmetic operations required to evaluate
the detectors described in (5) and (7), where N = 2 and 3,

TABLE I
COMPUTATIONAL COMPLEXITY OF THE JMUD AND SICD

and all users adopt QPSK modulation. For more informative
comparison, the overall equivalent complexity is also presented
[40] as depicted in Table I. As can be noted from the table,
the computational complexity of the JMuD is considerably
higher than the SICD due to the large number of multiplications
associated with the MLD. Moreover, the JMuD complexity
increases exponentially by increasing the user index because
the modulation order of the symbol to be detected increases also
exponentially as a function of its index. Thus, the complexity
depends on the user index rather than the total number of users.

The time complexity corresponds to the latency of receiver,
which is defined as the time required to produce the final hard
bits from the received signal. Generally speaking, the MLD
can perform the detection process for all users simultaneously,
and all the Euclidean distance measurements can be performed
in parallel. For the SICD, the detection process per user is
performed sequentially, i.e., first user, then second user, etc.
Moreover, the detected bits of each user has to be re-encoded
and re-modulated to be subtracted from the superimposed signal.
As a result, the time complexity of the SICD is expected to be
more than the JMuD. The results presented in Section VII show
that the simulation time required by the SICD is about 86% as
compared to the JMuD in certain scenarios. Therefore, the JMuD
is more suitable for time sensitive applications.

The hardware complexity of the JMuD is similar to a con-
ventional M -ary QAM MLD. For the SICD, the receiver should
also implement part of the transmitter chain for the SIC process.
Therefore, the SICD should consist of an encoder and modulator,
in addition to the MLD. Although most devices are built as
transceivers, using the transmitter subsystem in the detection
process is mostly infeasible as most systems support full-duplex
operations. Therefore, the detector should have dedicated en-
coders and modulators. It is also worth noting that the SICD has
to be reconfigured when the power order of the users is changed,
which may introduce additional delay and hardware complexity.
Such a problem does not exist in the JMuD.

VII. NUMERICAL RESULTS

This section presents the analytical and Monte Carlo simula-
tion results for the JMuD and SICD over Rician channel. Two-
user and three-user NOMA downlink systems are considered,
N = 2 and N = 3. All users are assumed to be equipped with a
single antenna, and the channel between the BS and each user is
modeled as an ordered Rician flat fading channel. The randomly
generated channels are ordered based on their strength, where
the weakest channel is assigned to U1 and the strongest channel
is assigned to UN . The transmitted symbols for all users are
selected uniformly from a Gray coded QPSK constellation. The
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Fig. 2. Average BER for the U1 and U2, where K = [−∞, 2, 6, 10,
15, 20] dB, β1 = 0.7, and β2 = 0.3.

total transmit power from the BS is unified for all cases,PT = 1.
The simulation results are obtained using a computing machine
that runs Intel Xeon CPU E5-2640 processor, clock frequency
of 2.5 GHz, 16 GB RAM, and 64 b operating system.

Fig. 2 presents the analytical and simulation BER perfor-
mance for power coefficientsβ1 = 0.7 andβ2 = 0.3 and various
values of K over a range of γ̄, where γ̄ = 1

σ2
w

. As can be noted
from the figure, the analytical results obtained using (44) and
(52) perfectly match the simulation results for all the considered
values of K and γ̄. It is worth noting that the Rayleigh fading
case corresponds to K = −∞ dB. As can be seen from the
figure, the performance of the first user is more sensitive to the
variations of K as compared to the second user, which is due
to the fact that the fading effect becomes less significant for the
near users.

Fig. 3 shows the BER for N = 3 using various K values.
As can be noted from the figure, U3 has generally the best per-
formance although it is allocated the smallest power coefficient.
Such performance is obtained becauseU3 has the best channel as
compared to U1 and U2. Similar to the two-user NOMA system,
the error performance of the first user is more sensitive to the
value of K if compared to the second and third users. This is
due to the fact that the fading effect becomes less significant for
the near users.

Although the BER expressions in (45) are represented in terms
of infinite series, the series can be truncated to have {G,M}
and {G,M,Z} finite terms, for the first and second users,
respectively. In order to ensure numerical accuracy, the values of
G,M, and Z are selected based on the system parameters, such
as the fading parameter K and γ̄. For simplicity, it is assumed
that G = M and G = M = Z, for the first and second users,
respectively. Tables II and III show the normalized truncation
error for the average BER expressions of U1 and U2. The
normalized truncation error is computed as follows:

et =
|BERSim − BERTheo|

BERSim
(28)

where the BERTheo and BERSim are the analytical and simu-
lated BERs, respectively. The depicted results show that when

Fig. 3. Average BER for the U1, U2, and U3, where K = [−∞, 2, 6, 10,
15, 20] dB, β1 = 0.8, β2 = 0.15, and β3 = 0.05.

TABLE II
NORMALIZED TRUNCATION ERROR FOR γ̄ = 10 AND 20 dB AND K = 6 dB

FOR THE FIRST USER

TABLE III
NORMALIZED TRUNCATION ERROR FOR γ̄ = 10 AND 20 dB AND K = 6 dB

FOR THE SECOND USER

{G,M} = 30, the truncation error is fairly insignificant for
different γ̄ values and K = 6 dB.

Fig. 4 shows the effect of K on the BER of each user for
N = 2 with γ̄ = 16 and 18 dB. The PA coefficients are β1 = 0.7
and β2 = 0.3. As can be noted from the figure, the BER is
highly dependent on K, particularly for U1 who experiences
more severe fading conditions. Consequently, its BER is more
sensitive to the values of K. Moreover, the BER for both users
becomes more sensitive to K as γ̄ increases, which is due to
the fact that the channel fading effect becomes more dominant
at high SNRs. It is also worth noting from the figure that the
BER of U2 does not necessarily decrease when K increases.
For example, Fig. 4, where γ̄ = 18 dB, shows that the BER
keeps decreasing until K = 15 dB and then increases again
until it saturates when the AWGN and IUI have more impact
on the BER. Such behavior can be justified using the envelop
of the received signal PDFs given in Fig. 5, which represents
the conditional PDF for the received signal of the second user at
γ̄ = 10 dB andK = 8 and 10 dB. Clearly, the two PDFs have the
same mean, but the standard deviation for the case of K = 8 dB
is lower. It should be noted that as K → ∞, the BER will be
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Fig. 4. Average BER for the first and second users under Rician channel,
where γ̄ = 16 and 18 dB.

Fig. 5. Conditional PDF for the received signal of the second user at γ̄ =
10 dB.

TABLE IV
POWER ALLOCATION TO ACHIEVE MINIMUM AVERAGE BER, K = 2, 6

AND 15 dB

mostly determined the IUI, the power coefficients, and AWGN.
For the power coefficients considered in Fig. 4, the BER of both
users converge roughly to the same value.

Table IV presents the optimal power coefficients that mini-
mize the BER for different values of γ̄, for K = 2,6 and 15 dB,
and for BER thresholds of P̄ th

U1
= 10−2 and P̄ th

U2
= 10−3. The

power coefficients are obtained using brute-force with a step
size of 0.01. As can be noted from the table, the BER constraint
could not be satisfied for γ̄ = 10 dB regardless of the value of
K, and for K = 2 dB when γ̄ = 20 dB. The results also show

Fig. 6. Average BER for the first and second users over different power
allocation coefficients, K = 2 and 15 dB and Eb/N0 = 20 dB.

Fig. 7. Average BER comparison between JMuD and SICD under Rician
channels for the U1 and U2 users, where K = [−∞, 2, 10, 20] dB.

that most of the power is allocated for U1, particularly at high
γ̄. The first user is allocated more than 95% of the total power
at γ̄ = 30 dB and K = 2 dB. The same trends can be noted for
the K = 6 and 15 dB cases. Nevertheless, the power given to
the U1 generally decreases by increasing K.

Fig. 6 shows the average BER for the two users and system
average BER over a range of β1 values at γ̄ = 20 dB andK = 2,
and 6 dB. AtK = 2 dB, minimum average BER cannot be found
for P̄ th

U1
= 10−2 and P̄ th

U2
= 10−3. As for the other scenario

where K = 15 dB, the power coefficients are β1 = 0.82 and
β1 = 0.18.

Fig. 7 shows the BER performance for the two users inN = 2
downlink NOMA system using JMuD and SICD [9]. As can be
noted, both detectors result in identical BER performance over
the entire γ̄ range and K values.

To evaluate the impact of the sequential detection on the
delay of the SICD, the simulation time for the SICD TSICD
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TABLE V
COMPUTATIONAL TIME IN MILLISECONDS

Fig. 8. Average BER for N = 2 downlink NOMA system with JMuD and
SICD with perfect channel estimation, imperfect channel estimation, β1 = 0.7,
and σ2

ĥ
= 10−2 and 2× 10−3.

is measured for a total of 106 symbols and compared to the
JMuD simulation time TJMuD. Table V presents TSICD and TJMuD
in milliseconds and also shows the normalized difference ΔT

between the two detectors, ΔT � |TSICD − TJMuD|/TJMuD. As
can be noted from Table V, the SICD requires significant extra
time due to the sequential detection process. It is also worth
noting that the simulation time for the JMuD also increases by
increasing the user order due to the additional computational
complexity caused by the increased constellation order that the
JMuD has to detect. As expected, the simulation time for the
first user is independent of N and the detector type.

Fig. 8 shows the average BER for N = 2 with imperfect
channel estimates. The channel estimation errors are modeled
as CN (0, σ2

ĥ
) [41], [42] , where σ2

ĥ
= 1× 10−2 and 2× 10−3.

As can be noted, both detectors perform equivalently under
channel estimation errors, and both detectors are highly sensitive
to estimation errors.

Fig. 9 presents the BER for the first and second users inN = 2
system using JMuD under Rician and Nakagami-m channels.
Every value of K corresponds to an m value, where the relation
is as follows [43]:

m =
K̄2

1 + 2K
(29)

where K + 1 � K̄. Clearly, as K increases, the BER results
under the two distributions become closer. For the considered
scenario, the BER of the two channels completely matched when
K = 17 dB and m = 14.1182 dB. It should be noted that for
large values of K, the Rician distribution can be approximated
by the Nakagami-m distribution.

Fig. 9. Average BER for the first and second users under Rician and the
equivalent Nakagami-m fading channels, where K = 2, 10, 14, and 17 dB.

TABLE VI
THEORETICAL AND NUMERICAL DIVERSITY FOR N = 2 NOMA SYSTEM,

K = [−∞, 2, 6] dB

The diversity gain can be defined as Dn � limγ̄→∞
log P̄Un

log γ̄ ,
which is intractable for the Rician channel due to the hyper-
geometric and Bessel functions. Therefore, an approximated
Dn can be derived by approximating the Rician PDF by the
Nakagami-m distribution. Consequently, using the BER expres-
sion for NOMA in Nakagami-m channels [9, Eq. (101)] and
considering only the dominant components, the diversity gain
can be given as

Dn ≈ − lim
γ̄→∞

log
(

1
γ̄

)mn

log γ̄
≈ mn. (30)

Table VI shows the diversity gain for N = 2 and K =
[−∞, 2, 6] dB obtained from (30) compared to another approx-
imation obtained from the BER curves denoted as D̃n, which is
the BER slope at high γ̄ values. As can be noted from the table,
the normalized difference Δn � |Dn − D̃n|/Dn. As can be
indicated from (30), the diversity gain of the nth user converges
to mn. Moreover, the normalized difference Δn is fairly small
for all the considered cases.

VIII. CONCLUSION AND FUTURE WORK

This article presented the BER analysis of the JMuD for
downlink NOMA systems where a closed-form analytical ex-
pressions are derived for several cases of interest. Moreover,
the work presented a general comparison for the JMuD and
the widely adopted SICD. The comparison is performed in
terms of BER, computational complexity, processing time, and
sensitivity to channel estimation errors. Although the two de-
tectors are fundamentally different, the obtained analytical and
simulation results show that both detectors have identical BERs
in the case of perfect and imperfect channel estimates, yet the
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derivation is significantly different. The BER analysis for the
JMuD requires considering much smaller number of cases and,
hence, can be considered much simpler than the SICD BER
analysis. The BER sensitivity to channel estimation errors was
evaluated using Monte Carlo simulation for both systems, and
the obtained results show that both systems have equivalent
sensitivity. The computational complexity results show that the
SICD has much lower complexity as compared to the JMuD
but at the expense of a longer processing time. Therefore, the
JMuD would be preferable for cases where the processing delay
is paramount while the SICD would be preferable in all other
cases.

As can be noted from this article and the listed references,
the exact BER derivation for an arbitrary number of users and
modulations schemes remains an open problem that will be
considered in our future work. Moreover, the analysis will be
extended to the case where the phase for each user can be
modified to improve the system performance.

APPENDIX

AVERAGE BER OVER RICIAN FADING CHANNEL

As described in Section II, the channel between the UAV and
ground follows the Rician distribution; thus, the envelops of the
channelsαn ∀n ∈ N are ordered set of Rician random variables.
Using the theory of order statistics, the PDF for each channel
can be expressed as [44, pp. 225]

fn (α) = Knf (α) [F (α)]n−1 [1− F (α)]N−n (31)

where Kn = N !
(n−1)!(N−n)! , α is the channel envelop which

follows Rician distribution, andf(α) and F (α) are the PDF and
cumulative distribution function (CDF) ofα, respectively, which
are given by

f (α) =
2K̄α

Ω
e
−
(

K̄α2

Ω +K
)
I0

(√
4KK̄α2

Ω

)
(32)

and

F (α) = 1−Q1

(√
2K,

√
2Kα2

Ω

)
(33)

where K and Ω are the Rician distribution parameters, K + 1 �
K̄, I0(·) is the modified Bessel function of the first kind, and
Q1(·, ·) is the Marcum-Q function. The infinite series represen-
tation of Q1 can be represented as [45]

Q1(x, y) = e−
x2+y2

2

∞∑
m=0

(
x

y

)m

Im(xy). (34)

Therefore, the general ordered PDF of the nth channel envelope
over Rician channel is

fn (α) =
2K̄Knα

Ωe

(
K̄α2

Ω +K
)
[
1−Q1

(√
2K,

√
2K̄

Ωα−2

)]n−1

×
[
Q1

(√
2K,

√
2K̄α2

Ω

)]N−n

I0

(√
4KK̄α2

Ω

)
.

In order to avoid confusion, let us denote fn(α) → fn(αn).
Now, γ follows the noncentral chi-squareχ2 distribution with

the following PDF and CDF [46]

f (γ) =
K̄e−(K+K̄�)

γ̄
I0

(√
4KK̄	

)
(35)

and

F (γ) = 1−Q1

(√
2K,

√
2K̄	

)
(36)

where 	 = γ
γ̄ . By using (31), the general ordered PDF for γ can

be expressed as follows:

fn (γ) =
K̄Kne

−(K+K̄�)

γ̄
I0

(√
4KK̄	

)

×
[
1−e−(K+K̄�)

∞∑
m=0

(√
K

K̄	

)m

Im

(√
4KK̄	

)]n−1

×
[
e−(K+K̄�)

∞∑
m=0

(√
K

K̄	

)m

Im

(√
4KK̄	

)]N−n

.

To avoid confusion, let fn(γ) → fn(γn,i), where i is a parameter
index. For simplicity, let ηn,i = K̄e−K

γ̄n,i
, ε

n,i
= 4KK̄

γ̄n,i
, ϕ = 2K ,

and μ
n,i

= 2K̄
γ̄n,i

.
Then, for the two-user NOMA system, the ordered PDFs

for the first and second users γn,i, n ∈ {1, 2}, N = 2 can be,
respectively, represented as

f1 (γ1,i) = K1η1,i
e−

μ1,i
4 I0

(√
ε
1,i
γ1,i
)
e−γ1,iμ1,i

×
∞∑

m=0

(
ϕ

μ
1,i
γ1,i

)m
2

Im
(√

ε
1,i
γ1,i
)

(37)

and

f2 (γ2,i) = K2η2,i
e−

μ1,iγ2,i
2 I0

(√
ε2,iγ2,i

)
−K2η2,ie

−ϕ
2 I0
(√

ε
2,i
γ2,i
)
e−γ2,iμ2,i

×
∞∑

m=0

(
ϕ

μ
2,i
γ2,i

)m
2

Im
(√

ε
2,i
γ2,i
)
. (38)

In order to evaluate the average BER of the two users in N = 2
system over Rician channel, (37) and (38) are utilized as follows:∫ ∞

0

Q
(√

γn,i
)
fn (γn,i) dγn,i. (39)

By using (15) and (37), the average BER for n = 1 can be
computed as

PU1
=

1

2

2∑
i=1

[∫ ∞

0

Q
(√

γ1,i
)
f1 (γ1,i) dγ1,i

]

=
K1

2

2∑
i=1

η1,ie
−ϕ

2

∫ ∞

0

Q
(√

γ1,i
)

× I0
(√

ε1,iγ1,i
)
e−γ1,iμ1,i

×
∞∑

m=0

(
ϕ

μ1,iγ1,i

)m
2

Im
(√

ε1,iγ1,i
)
dγ1,i. (40)

By replacing the Q function by its alternative representation

defined by [47],Q(x) = 1
π

∫ π
2

0 e
−( x2

2sin2(φ)
)
dφ, and (40) becomes

as in (41) shown at the top of next page, where ξn,i(�) =
2 sin2(φn,i)

2
 sin2(φn,i)+1
.

Evaluating the inner integral in (41) shown at the top
of next page, gives the single integral expression given
in (42), shown at the top of next page [45], where
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PU1
=

K1e
−ϕ

2

2π

2∑
i=1

[∫ ∞

0

∫ π
2

0

η1,ie
−
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γ1,i

2sin2(φ1,i)

)
dφ1,iI0
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m=0

(√
ϕ

μ1,iγ1,i
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Im
(√
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]
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2π
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i=1
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m=0

η1,i
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ϕ
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2
∫ π

2

0

∫ ∞
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1
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e
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]
(41)
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⎞
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⎦ (44)

2F1([t1, t2, ...tp]; [A1, A2, ..., gq]; J) is the generalized hyper-
geometric function which can be represented by the following
infinite series [48]

2F1([t1, t2, ...tp]; [A1, A2, ..., Aq]; J) =
∞∑

g=0

Jg
∏p

l=1
Γ(tl+g)
Γ(tl)∏q

L=1

Γ(AL
+g)

Γ(AL)

.

(43)
Then, by replacing the generalized hypergeometric function by
its series expansion, the average BER for the first user can be
expressed as in (44), shown at the top of this page.

In order to evaluate the average BER for the second user, both
(24) and (37) are used as given in (45) at the bottom of this page.
Now, the term P

1
U2

can be computed as

P
1
U2

= K2η2,i

∫ ∞

0

Q
(√

γ2,i
)
e−

μ2,iγ2,i
2 I0

(√
ε
2,i
γ2,i
)
dγ2,i.

(46)

By using the integral representation of the Q function

P
1
U2

=
K2η2,i

π

∫ π
2

0

∫ ∞

0

e
− 2γ2,i

ξ2,i(μ2,i)

× I0
(√

ε
2,i
γ2,i
)
dγ2,idφ2,i. (47)

The evaluation of the inner integral in (47) is given as [45]

P
1
U2

=
K2η2,i

π

∫ π
2

0

ξ2,i
(
μ

2,i

)
e

ξ2,i

(μ2,i
2

)
ε2,i

4 dφ2,i. (48)

The integral in (48) is analytically intractable; hence, the fol-
lowing series representation for ex is utilized:

ex =

∞∑
z=0

xz

z!
= 1 + x+

x2

2
+

x3

6
+

x4

24
. (49)

Then

P
1
U2

=
K2η2,i

π
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z=0

1

z!

(ε
2,i

4

)z ∫ π
2

0

(
ξ2,i

(μ
2,i

2

))z+1

dφ2,i.

(50)

PU2
=

1

2

5∑
i=1

vi

[∫ ∞

0

Q
(√

γ2,i
)
f2 (γ2,i) dγ2,i

]
, v = [2,−1, 1, 1,−1]

=
K2

2
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i=1
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2
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[
P

1
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− P
2
U2

]
(45)
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PU2
=

K2

2
√
π

5∑
i=1

⎡
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+

√
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∞∑
g=0

(
ε
2,i

ϕ

4μ
2,i

)m
2
(

ε
2,i

2

)g (
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⎛
⎝−22F1

([
1
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3
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,
[
3
2

]
,− 1

2μ
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(
3
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)
(
2μ

2,i

)g+ 3
2
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√
πΓ (g + 1)(
2μ
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)g+1

⎞
⎠

v = [2,−1, 1, 1,−1] (52)

Evaluating the integral gives

P
1
U2

=
K2η2,i√

π
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z=0

1

z!

(
ε
2,i

2μ
2,i

)z

×
⎛
⎝−22F1

([
1
2 ,

3
2 + z

]
,
[
3
2

]
, −1

2

)
μ

3
2
2,iΓ (z+1)Γ−1

(
3
2 + z

) +

√
π

μ2
2,i

⎞
⎠. (51)

The second term P
2
U2

in (45) can be computed by following
the approach of PU1

. As a result, the total average BER for the
second user can be represented as in (52) given at the top of this
page.
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