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Probabilistic Inference of Fault Condition of
Cyber-Physical Systems Under Uncertainty
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Abstract—Cyber-physical systems (CPS) are paving new ground
with increasing levels of automation and usage in applications with
complex environments, posing greater challenges in terms of safety
and reliability. The increasing complexity of CPS environments,
tasks, and systems leads to more uncertainties. Unless properly
managed, these uncertainties may lead to false detection of real
fault condition of a system, which in turn may affect decision mak-
ing and potentially cause fatal consequences. In order to implement
safety-critical missions, such as autonomous driving, it is essential
to develop a reliable monitoring and assessment service dealing
with the complexity and uncertainty issues. In this article, we pro-
pose a fault detection function based on Bayesian inference, which
combines empirical knowledge with information of the specific
system. By considering uncertainties as possible causes for false
detection, various uncertainties during the detection process are an-
alyzed, and the ways to quantify and propagate them are explored.
As a result, probabilistic inference is achieved for distinguishing
system faults from uncertainties, which contributes to more reliable
detection results regarding system faults under dynamically chang-
ing environments. A case study on an microelectro mechanical
system (MEMS) accelerometer is conducted and the result shows
that the fault detection function effectively distinguishes system
faults and uncertainties arising from the environment.

Index Terms—Bayesian inference (BI), cyber-physical systems
(CPS), fault detection, monitoring and assessment service (MAS),
uncertainty.

I. INTRODUCTION

CYBER-PHYSICAL systems (CPS) involve computation,
communication, sensing, and actuation, as well as physical

processes [1]. In 2017, a framework for CPS was released by
the National Institute of Standards and Technology (NIST),
where monitoring, anomaly detection, and self-diagnostics are
listed as fundamental and important functionalities for CPS
operations [1]. In CPS, monitoring and assessment of system
fault conditions are critical for decision making, thus influenc-
ing the safety and reliability of mission-critical CPS, such as
automotive systems and smart grids [2], [3]. In [4], a monitoring
and assessment service (MAS) was proposed for monitoring the
conditions of a system and its components. The term MAS is
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used in this article to refer to the MAS of system fault conditions
in CPS. When MAS fails to detect the real fault conditions, a
failure of this service occurs, which potentially results into other
system failure and influences system safety and reliability. In this
article, the hypothesized causes leading to such MAS service
failure are called system faults, and fault condition refers to the
situation that whether system faults exist [5].

In real situations, due to the increasing complexity of CPS and
operational environment, there is increasing uncertainty, which
causes rising concerns and issues of fault detection in MAS.
The definition of uncertainty depends on the specific context.
In this article, the definition of uncertainty is restricted to refer
to possible causes of false detection of system faults. There are
various uncertainties that influence fault detection results, for
example, environment noise, sensing system failure, lacking of
model knowledge, etc. These uncertainties may lead to false
detection of the real fault conditions, potentially posing risks to
personal safety and finances. For example, since the parameters
of some sensor materials, like semiconductors vary when the
ambient temperature exceeds the threshold, the accuracy of
sensors deteriorates, which may lead to biased data and false
detection of faults. Such false fault detection further influences
the decision-making process. An implication is that erroneous
decision could be made to perform offline maintenance based
on false fault detection, with potentially large financial loss for
a large product line. In these situations, the reliability of the
detection result is of great importance in the CPS development.
When dealing with these uncertainties, it is critical, albeit chal-
lenging, to find an efficient way to evaluate their impact on fault
detection.

Thus, in this article, we take on the problem of evaluating
the impact of various uncertainties on fault detection of CPS.
This article’s contribution of tackling the problem is threefold.
First, we formulate and specify the problem regarding the impact
of uncertainty on fault detection in CPS. Second, we propose
an uncertainty analysis framework to evaluate and quantify
uncertainties that potentially result in false fault detections.
Third, based on the proposed uncertainty analysis framework,
we develop a fault detection function in MAS for CPS, which
provides probabilistic inference regarding system fault condition
based on Bayesian inference (BI).

The rest of the article is organized as follows. In Section II,
research design is presented from two aspects: the state-of-the-
art and research methodology. In Section III, the design of an
uncertainty analysis framework and a fault detection function
is presented. In Section IV, a case study based on an micro
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electro mechanical system (MEMS) accelerometer is conducted
to validate the authenticity of the proposed problem, the usabil-
ity of the proposed function, and its performance. Finally, the
conclusion and future work are discussed in Section V.

II. RESEARCH DESIGN

This section consists of two parts: state-of-the-art and research
methodology. The state of the art contributes to the motivations
for developing a fault detection function in MAS considering
various uncertainties. The research methodology section illus-
trates the procedures and techniques used in this article.

A. State of the Art

Over the past few years, researchers have proposed different
approaches for fault detection in various engineering fields, such
as automotive [6], smart grids [7] and aviation [8]. In general,
traditional fault detection methods may be classified into two
major groups: model-free methods and model-based methods
[9]. Model-free methods typically include physical redundancy,
limit checking, and so on, whereas model-based methods utilize
an explicit mathematical model of the monitored plant. Except
for the model of physical plant, fault model is also typical for
fault detection. Such a model is built based on a mapping rule
between the known failure modes in a system and the available
symptoms, often captured in a dependence matrix [6]. Many
conventional fault detection methods are based on this type of
model [10], [11], which is effective when accurate fault models
are developed. However, complex CPS makes it difficult to
create such an accurate model. With the emergence of tech-
nologies like machine learning, big data, and cloud computing,
data-driven methods are playing increasingly important role in
fault detection. Specifically, anomaly detection find patterns in
data that do not conform to expected behavior, and is applied
to various domains, like fault detection and intrusion detec-
tion [12], [13]. Various machine learning algorithms have been
adapted for fault detection, such as decision trees [14], artificial
neural networks, and support vector machines [15]. However,
the availability, accessibility, quality, and volume of the training
data are critical. Especially, in the development phase of MAS,
field data regarding system faults are lacking and empirical data
are partial and no longer qualified due to uncertainties arising
from specific systems and complex operational environments.

The research of uncertainty in CPS has been conducted in
recent years. The need for comprehensive uncertainty treatment
in CPS has been recognized [1], and the taxonomy, characteriza-
tion, and propagation of uncertainty are under active exploration
[16]–[18]. In the guidelines released by NIST, the measure-
ment uncertainties were grouped into two categories, i.e., ones
evaluated by statistical methods and ones evaluated using all
the relevant information available [19]. These two categories
are also referred to as aleatory uncertainties and epistemic
uncertainties [20]. Aleatory uncertainty refers to the inherent
randomness correlated to the physical system or environment,
whereas epistemic uncertainty is mainly derived from the lack
of knowledge or information (domain unfamiliarity, limited
experience, etc.). This classification method is also practicable

regarding CPS. In fault detection, aleatory uncertainties mainly
arise from noise, temperature, system inputs, and the nature
of sensing and measurement equipment, whereas epistemic
uncertainties mainly include partial model, poor data quality,
experiment assumptions, etc. Different analysis methods for
uncertainty evaluation, including probability bound analysis,
imprecise probability, evidence theory, and possibility theory,
are explored in [21] and [22]. Despite these efforts, uncertainty
modeling, quantification, and propagation in CPS remain chal-
lenging due to complex operational environments and limited
knowledge of the system.

Regarding uncertainty treatment in MAS, Bayesian approach
is a typical statistical method that effectively deals with various
uncertainty problems and is increasingly utilized in fault diag-
nosis [23]. In [24], board-level fault diagnosis was conducted
using BI for pattern analysis and classification. A Bayesian fault
detection algorithm was proposed in [25] for detecting an abrupt
latent fault in a sensor. In [26], Bayesian networks and causal
modeling were used in decision making under risk-related uncer-
tainty. In these works, the detection accuracy was improved by
integrating information of offline fault-insertion tests, whereas
uncertainty-related temporal characteristics of system variables
and processes are less considered. In [27], a Bayesian network
approach was presented for anomaly detection by learning the
causal relations between cyber and physical variables as well
as their temporal correlations from unlabeled data. In [28],
dynamic Bayesian networks are used to represent the temporal
characteristics of the normal process regarding anomaly de-
tection. Except for Bayesian approaches, the hidden Markov
model (HMM), with good performance in time-varying dynamic
systems, also gains increasing attention. In [29], an HMM-based
algorithm was developed for online fault detection with partial
and imperfect tests. These test uncertainties are handled to find
the best inference of fault conditions and to identify the dynamic
changes in fault conditions. A simulation-based approach was
introduced in [30], using discrete-time Markov chains and a
probabilistic model accommodating a diverse set of parameter
range distributions for software architecture evaluation. These
methods based on Markov chains had a common assumption that
the evolution of system failure modes could be approximated by
a parametric random process with Gaussian distribution.

The literature reviews reveal that the systematic uncertainty
reasoning in a quantitative way for fault detection in CPS is
still lacking. It is commonly the case that only certain types
of uncertainties, like signal noise, were taken into considera-
tion for improving fault detection performance. In this article,
a more systematic uncertainty analysis framework including
uncertainty quantification and propagation during the fault de-
tection process is proposed. This framework is further utilized to
design a fault detection function in MAS based on probabilistic
inference using BI.

B. Research Methodology

1) Systems Thinking: Systems thinking is used to improve
the capability of identifying and understanding systems, pre-
dicting their behaviors, and devising modifications to them in
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TABLE I
MEASUREMENT AND METRICS TO EVALUATE THE PROPOSED FUNCTION

order to produce desired effects [31]. In this article, we conduct
systems thinking with the following five steps.

a) Define the problem: Through an explicit problem defini-
tion, the boundary, goal, and compositions of the system
are clarified. In our case, the system boundary is the MAS
of CPS and the goal is to develop a fault detection func-
tion considering heterogeneous uncertainties in complex
CPS. The system is composed of CPS modules including
MAS, system faults, and uncertainties. In order to analyze
the connections between different compositions, a system
model within the boundary is established, as shown in
Section III-A.

b) Design measurements and metrics: In Section I, three con-
tributions of this article are listed. In order to evaluate the
validity of these contributions, three measurements are de-
signed. First, the first measurement is designed for the first
contribution—formulate and specify the problem—the
second and the third measurements are both designed for
the third contribution—develop a fault detection function
in MAS. No measurements are designed for the second
contribution because the aim of the second contribution
was not to assess but to propose an uncertainty analysis
framework. However, this contribution is necessary to
further support the design of a new fault detection function.
Second, the metrics are proposed to enable the quantitative
measurements. Lastly, example questions are presented
to help to specify relevant metrics. These metrics and
questions are used in an accelerometer use case that is
presented in Section IV.

c) Implement measurements: Based on the defined measure-
ments and metrics, methods for calculating the metrics
and tools for implementing the methods are analyzed,
assessed, and selected with the target of problem solving.
To realize fault detection function in MAS, different signal
processing methods are used to extract features containing
system fault information, and features are further filtered
and chosen to represent system fault information. For
example, for the first measurement and metrics in Table I,
the feature extraction method is based on fast Fourier
transform (FFT) and the tool is the signal processing
toolbox of MATLAB.

d) Formalize function: Having selected basic methods and
tools, methods regarding to the specific problems are pro-
posed, and a complete fault detection function integrating

Fig. 1. Abstract model of CPS showing how fault detection function is
implemented in CPS.

these methods is framed and formalized in an integrated
way.

e) Testing using a case study: In order to promote the under-
standing and to validate the proposed function, specialized
user cases are tested using simulation with an established
environment.

2) Case Study: A case study is an efficient way to tackle
complex problems in real-world applications in a more concrete
way. In this article, a case study is conducted to validate our
function from several facets, shown as the measurements in
Table I. By comparing the proposed function with a conventional
function, the performance of the proposed function is clarified.

III. DESIGN OF AN UNCERTAINTY ANALYSIS FRAMEWORK

AND A FAULT DETECTION FUNCTION

A. Problem Statement

An abstract model of CPS is presented in Fig. 1, which is based
on the framework of CPS released by NIST [1]. This model
shows how fault detection function is implemented in CPS. In
this figure, there are two bounded blocks with dashed rectangle.
The inner one includes computing system, communication sys-
tem, sensing system, control units, and physical plants, which
are interconnected and form a CPS. The outer one separates the
environment and the CPS system. As an independent embed-
ded software service, MAS lies in between of the two blocks,
illustrating that such a service functions independently and may
exist in different subsystems. The boundaries are dashed since
systems at different levels may interact flexibly.

Fault detection function, as part of MAS, is used to detect
faults arising from software, hardware, network, or physical
plants. In general, MAS receives data from different subsystems,
executes fault detection functions, and outputs system fault
condition to the computing system for further decision making.
Various uncertainties, either from the environment or from the
system itself, influence the system from various aspects in return.
Specifically, they will influence the fault detection accuracy,
thus threatening the normal functioning of MAS, as well as the
whole system. The uncertainty sources and their influence are
very complex, which need to be clarified for a specific situation.



TAO et al.: PROBABILISTIC INFERENCE OF FAULT CONDITION OF CYBER-PHYSICAL SYSTEMS UNDER UNCERTAINTY 3259

Fig. 2. Conventional fault detection function as part of MAS.

Dashed lines are used here to represent the interactions between
uncertainties, environment, and the CPS system, whereas the
solid lines represent wire or wireless transmission of signals
and data flows.

A conventional fault detection function targeting at CPS is
shown in Fig. 2. More details about the conventional fault
detection function are presented in [6] and [32]. With a specified
real CPS, the CPS model and the fault model of the system
are derived. During runtime of MAS, sensing signals containing
information of system faults are imported into MAS. Then, fault
detection is performed, mainly with three steps, i.e., feature
extraction, feature selection, and feature-fault mapping. First,
feature extraction algorithms are applied to signal inputs and
extract the features related to the system faults. Main feature
extraction methods include time-domain analysis, frequency-
domain analysis, and time–frequency analysis. Then, the fea-
tures that indicate system faults are selected. There are lots of
research on feature selection [33]. Finally, feature-fault mapping
is performed based on the established fault model, and the fault
condition of the system is exported. In this function, only when
the CPS system and the corresponding system fault model are
specified, the feature extraction algorithms and the selected
features can be specified.

In this fault detection function, the feature-fault mapping
relation is basically derived from the fault model of the system,
which is developed offline. In a complex CPS that is operating
in a dynamically changing operational environment, various
uncertainties may affect the fault detection accuracy. One of
the impacts is that the features regarded as symptoms of system
faults are potentially caused by uncertainties, like environment
noise, sensing device failure, and so on. In this situation, the
conventional fault detection function based on empirical fault
models may provide false detection results.

In the following section, we analyze the uncertainties involved
in the fault detection function shown in Fig. 2.

B. Uncertainty Analysis Framework

1) Basic Notations: Later contents in this article involve
mathematical descriptions. Here, basic notations of important
variables of a specific system in a specific operational scenario
are provided as follows.

1) System faults Fa: There are I kinds of system faults fai
in total, i.e., Fa = {fa1, . . . , faI : I ∈ N}.

Fig. 3. Uncertainty analysis of conventional fault detection function in MAS.

2) Uncertainties U : In total, K kinds of uncertainties uk are
considered, i.e., U = {u1, . . . , uK : K ∈ N}.

3) Signal features Fe: For a specific CPS, according to the
fault model of the system, a total number of J features fej
are extracted, i.e., Fe = {fe1, . . . , feJ : J ∈ N}.

Each of these system variables is a set containing multiple
elements. Fundamental assumptions are made in this article that
1) different system faults are independently distributed, and 2)
system faults and uncertainties are independently distributed.
As a result, the propagation of different faults and the prop-
agation of faults and uncertainties are not considered in this
article. Instead, this article explores the propagation of different
uncertainties.

2) Uncertainty Analysis and Mathematical Definition: In
this section, an uncertainty analysis framework, as shown in
Fig. 3, is proposed for identifying uncertainties involved in the
fault detection function presented in Fig. 2. In this framework,
three blue boxes are added on top of Fig. 2. First, the operational
environment of CPS is considered. Second, the environment
uncertainty model is derived offline for the operational envi-
ronment. Third, a feature-uncertainty mapping is established.
Therefore, when the features are extracted and selected, they will
not only be mapped to system faults but also to uncertainties.
Under this framework, four kinds of uncertainties are identified
and considered. The related sources of these uncertainties are
marked as boxes with red outline.

1) Environment uncertainty: Environment uncertainty refers
to the uncertainty of the operational environment of CPS.
Such uncertainty is domain specific. For example, for an
automated driving system, unexpected occurrence of bad
road condition, weather condition, or lighting conditions
may affect sensing signals of the system. Environment
noise is also a typical uncertain environment factor. The
modeling of environment uncertainty can be specified
mathematically when the CPS system and the operational
environment are specified.

2) The uncertainty of the feature extraction algorithms to
detect the features: This type of uncertainty, denoted as
mj , is defined as the probability that the signal feature fej
can be detected by a specific feature detection algorithm.

3) The uncertainty of the causal relation between the system
fault and the generation of corresponding features: A
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system fault does not necessarily result in the generation
of a signal feature. For every system fault fai, we assume
that the parameter space of fai is Sj and a specific feature
fej is generated in a subspace Si

fej
. The parameter space

here refers to the possible parameter values of variables.
The probability that the feature fej is generated when
the fault fai exists is denoted asp∗(fej |fai)and defined
as (1). p∗ is used to distinguish fromp(fej |fai), which
represents the probability that fej is detected when fai
exists

p∗(fej |fai) = Si
fej

/Si. (1)

To propagate the uncertainties described in b) and c), the
probability that feature fej is detected when system fault fai
exists is defined as follows:

p(fej |fai) = Si
fej
·mj/S

i. (2)

4) The uncertainty of the causal relation between environ-
ment uncertainties and the generation of corresponding
features: The detected features result from system fault
or environment uncertainties like noise, temperature, and
so on. These environment uncertainties belong to the
uncertainty set U . The parameter space of environment
uncertainty uk is defined as S∗k and a specific feature
fej is generated in a subspace S∗kfej . The probability that
feature fej is generated when environment uncertainty
uk exists is defined as (3). The definition of parameter
space and the reason of using p∗ instead of p are similar
as described in c)

p∗(fej |uk) = S∗kfej/S
∗k. (3)

To propagate uncertainties described in b) and d), the proba-
bility that feature fej is detected when environment uncertainty
uk exists is defined as follows:

p(fej |uk) = S∗kfej ·mj/S
∗k. (4)

C. Probabilistic Inference for Fault Detection Based on BI

This section deals with the identified uncertainties in the last
section by proposing probabilistic inference of fault condition
based on BI.

1) Probability Inference Based on BI: In this section, we
assume that 1) the CPS model, the fault model, and the uncer-
tainty model are specified, and 2) the feature to be extracted is
chosen and corresponds to a certain system fault. After importing
sensing signals into MAS, if the chosen feature is detected, there
are following four possible causes:

1) Cause A: system faults;
2) Cause B: uncertainties;
3) Cause C: both system faults and uncertainties;
4) Cause D: neither system faults nor uncertainties.
Here, the event that the detected feature is caused by neither

system faults nor uncertainties is denoted by nor. On the con-
dition that feature fej is detected, the probabilities of the four

Algorithm 1: Decision Process of the Output of the Fault
Detection Function.

01: Calculate
p(fai|fej

), p(uk|fej
), p((fai, uk)|fej

), p(nor|fe
j
)

02: for all j, k ∈ N, j ≤ J, k ≤ K, ∀i ∈ N, i ≤ I
03: if p(fai|fej) > p(uk|fej)or

p((fai, uk)|fej) > p(uk|fej)
04: and p(nor|fej) < min(p(fai|fej), p(uk|fej),

p((fai, uk)|fej))
05: then p(fa|fej) = 1
06: else p(fa|fej) = 0
07: end for

causes are described using BI in the following equation:

p(fai|fej) = p(fej |fai)p(fai)/p(fej)

p(uk|fej) = p(fej |uk)p(uk)/p(fej)

p((fai, uk)|fej) = p(fej |(fai, uk))p(fai, uk)/p(fej)

p(nor|fej) = p(fej |nor)p(nor)/p(fej)

(i, j, k ∈ N; i ≤ I, j ≤ J, k ≤ K) (5)

where p(fai|fej
) refers to the posterior probability that feature

fej is caused by system fault fai; p(uk|fej
) refers to the

posterior probability that featurefej is caused by uncertaintyuk;
p((fai, uk)|fej

) refers to the posterior probability that feature
fej is caused by both system fault fai and uncertainty uk; and
p(nor|fe

j
) refers to the posterior probability that feature fej is

caused by neither system faults nor uncertainties. p(fe
j
|fai),

p(fe
j
|uk), p(fej

|(fai, uk)), and p(fe
j
|nor) refer to the prob-

abilities of detecting the feature fej with system fault fai,
uncertainty uk, both of them, and neither of them, respectively.
These probabilities are usually called likelihoods.p(fai),p(uk),
p(fai, uk), and p(nor) refer to the prior probabilities of system
faults, uncertainties, both of them, and neither of them, respec-
tively. p(fej) refers to the marginal probability that feature fej
is detected with all possible causes.

When feature fej is detected, the posterior probabilities of the
four causes are obtained with (5). These posterior probabilities
are further used to decide the output of the fault detection
function. The decision process is shown in Algorithm 1. For each
system fault, for all the corresponding features and uncertainties
involved, if the following two conditions are satisfied:

1) the detected feature is more likely to be caused by system
faults (Cause A) or both system faults and uncertainties
(Cause C) than only uncertainties (Cause B);

2) the detected feature is least likely to be caused by neither
system faults or uncertainties (Cause D)

then the output is “system fault,” denoted by p(fa|fej) = 1
in Algorithm 1. Otherwise, the output is “normal,” denoted by
p(fa|fej) = 0 in Algorithm 1.

2) Obtaining Probabilistic Parameters in BI: In the previous
section, probabilistic inference based on BI is introduced to
calculate the posterior probabilities of all the possible causes
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of a detected feature. In order to perform the calculation, the
likelihood, prior, and marginal probabilities of BI in (5) need to
be obtained first. In this section, the methods of obtaining these
parameter values are proposed based on the uncertainty analysis
framework in Section III-B.

During the development phase of MAS, the value of p(fai) is
obtained with empirical knowledge. There are various standards
and handbooks about the failure rate of components [34]–[36].
As analyzed in Section III-B, uncertainties may arise from the
system itself or the environment. For uncertainties from the
environment, the value of p(uk) could be obtained by other
monitoring services or empirical knowledge. For uncertainties
from the system, simulations or refined system modeling could
be used for obtaining the value of p(uk). For example, the
second kind of uncertainty identified in Section III-B involves
the performance of the feature extraction algorithm, which could
be explored with simulations. With the assumption that system
faults and uncertainties are independent, p(fai, uk) is obtained
with the following equation:

p(fai, uk) = p(fai) · p(uk). (6)

Since these four causes cover all the possible conditions of the
system, the sum of the prior probabilities of these four causes
satisfies the following equation:
∑
i

p(fai) +
∑
k

p(uk) +
∑
i,k

p(fai, uk) + p(nor) = 1. (7)

The value of p(nor) is obtained by substituting the value of
p(fai), p(uk), and p(fai, uk) into (7).

In order to obtain the value of the likelihoods, simulations are
used, which is discussed in the following section. According to
the law of large numbers [37], when the number of simulations
is large enough, the proportion of the frequency is an infinite
approximation of the probability. So by generating a large
number of simulations with system faults and adding up the
number of simulations where a feature is successfully detected,
the approximation of the likelihood p(fe

j
|fai) can be obtained,

as shown in the following equation:

p̃(fej |fai) = ndet/nall (8)

where nall denotes the total number of simulations with system
fault fai and ndet denotes the number of simulations where
feature p(fej) is detected. This approximation value is used
as the value of likelihoodp(fej |fai). Other likelihoods are
obtained in the same way.

According to the law of total probability, the marginal prob-
ability p(fej) is obtained as follows:

p(fej) = p(fej |fai)p(fai) + p(fej |uk)p(uk)

+ p(fej |(fai, uk))p(fai, uk) + p(fej |nor)p(nor)
(9)

D. Proposed Probabilistic Fault Detection Function

In Fig. 4, an integrated fault detection function is proposed, in-
tegrating the conventional fault detection function, the proposed

Fig. 4. Proposed fault detection function considering uncertainties.

uncertainty analysis framework, and the BI-based probability
inference approach.

For a specific CPS in a certain operational environment, the
CPS model, fault model, and uncertainty models are derived
offline. An uncertainty analysis framework is developed at an
abstract level for identifying the uncertainties in fault detection
functions. Uncertainty models are built with information from
both the system and the operational environment, as well as
the uncertainty analysis framework. During runtime, informa-
tion from the fault model, uncertainty model, and uncertainty
analysis framework are integrated in the probabilistic inference.

Assuming that the feature extraction and selection algorithms
are specified, the fault detection function can be presented as an
algorithm, as shown in Algorithm 2. This algorithm summarizes
the whole process of how the proposed fault detection function
is realized.

E. Mathematical Performance Analysis of the Proposed Fault
Detection Function

As illustrated in Section III-C, on condition that feature fej
is detected, the probabilities of the four causes of the detection
of this feature can be calculated using BI in (5). Since these
four causes cover all the possibilities, the sum of the posterior
probabilities satisfies the following equation:

p(fai|fej
) + p(uk|fej

) + p((fai, uk)|fej
) + p(nor|fe

j
)=1
(10)

If a fault detection function does not consider uncertainties,
referred to as “conventional function” in this article, the output
of the fault detection function is p(fai|fej

) = 1. As a result,
feature detections caused by uncertainties are also regarded as
“system faults.”

In the proposed fault detection function, uncertainties both
from the environment and the system are analyzed and modeled.
Therefore, false detections of system faults caused by uncertain-
ties are possible to be detected with prior knowledge or runtime
monitoring of uncertainties. Having obtained the posterior prob-
abilities of all the four possible causes, Algorithm 1 is further
used for deciding the output of the function as “system fault” or
“normal.” In this case, p(fai|fej

) < 1, indicating the increase
of fault detection accuracy.
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Algorithm 2: Overall Fault Detection Algorithm.
01: Procedure Fault Detection
02: Initialize Fa,U, Fe;
03: define p(fai) by empirical knowledge;
04: define p(uk) by external monitors or empirical

knowledge;
05: for every fai and uk, i, j, k ∈ N, i ≤ I, j ≤ J, k ≤ K
06: p(fai, uk)← p(fai)p(uk);

07: p(nor)← 1−
(∑

i∈I
p(fai) +

∑
k∈K

p(uk)

+
∑

i∈I,k∈K
p(fai, uk)

)
;

08: inject system fault and/or environment uncertainty
into the Simulink model;

09: run simulation model;
10: run feature extraction algorithm;
11: if no feature detected
12: then output ‘normal’;
13: else calculate

p(fej |fai), p(fej |uk), p(fej |(fai, uk));
14: end for
15: calculate p(fej)
16: calculate

p(fai|fej
), p(uk|fej

), p((fai, uk)|fej
), p(nor|fej)

17: for all j, k ∈ N, j ≤ J, k ≤ K, ∀i ∈ N, i ≤ I
18: if p(fai|fej) > p(uk|fej) or

p((fai, uk)|fej) > p(uk|fej)
19: and

p(nor|fej) < min(p(fai|fej), p(uk|fej), p((fai,
uk)|fej))

20: then p(fai|fej) = 1
21: else p(fa|fej) = 0
22: end for
23: for all j ≤ J
24: if ∀jp(fa|fej) = 1
25: then output ‘system fault’
26: else output ‘normal’
27: end for
28: end procedure

IV. CASE STUDY AND DISCUSSION

In this section, first, the targeted CPS and the aim of the
case study are clarified; second, the system fault and uncertainty
are specified; and third, the proposed fault detection function is
tested and results are presented and discussed.

A. Targeted CPS and the Aim of the Case Study

In advanced CPS, an MAS relies on sensing devices for en-
vironment perception and information gathering. In this article,
a case study is conducted based on an MEMS accelerometer,
which represents a CPS component.

This case study refers to our previous work in [38]. In
[38], a Simulink model of an accelerometer was built as a

Fig. 5. Scenario description of the case study.

linear model containing a mechanical part based on a mass–
spring–damper subsystem and an electrical part based on a
resistance–induction–capacity subsystem. The model has force
signal input and voltage signal output. The validity of the model
was tested and proved satisfied. Several faults were injected into
the model and the corresponding signal features of the output
were analyzed and summarized in detail. In this case study, the
accelerometer model and one of the explored faults in [38] were
reused, as well as the corresponding signal feature. However,
this case study involves more complex operational scenario with
environment uncertainty, as shown in Fig. 5.

The operational scenario, built with Simulink model, is that
an accelerometer is mounted in the electronic stability control
system [39] of a car, and the car is accelerating. The input signal
of the accelerometer is the force caused by the acceleration
of the car, presented by a ramp signal. The validation of the
proposed function, corresponding to the measurements, metrics,
and questions in Table I, has three aspects as follows.

1) Authenticity of the Problem Statement: A fundamental
assumption of this article is that the detected feature is poten-
tially caused by uncertainties rather than system faults, which is
validated in Section IV-C.

2) Usability of the Fault Detection Function: To ensure the
usability of the proposed function, the feasibility of the proposed
uncertainty quantification and parameter acquisition methods is
validated in Section IV-D1.

3) Performance of the Fault Detection Function: Based on
the accelerometer model in Section IV-A and the acquired
parameters in Section IV-D1, the performance of the proposed
function is validated in Section IV-D2.

B. Specification of Faults and Environment Uncertainty

1) Fault and Feature: The system fault injected into the
accelerometer is represented by an extreme increased value of
the inductance indicating the breakdown of the inductor. The



TAO et al.: PROBABILISTIC INFERENCE OF FAULT CONDITION OF CYBER-PHYSICAL SYSTEMS UNDER UNCERTAINTY 3263

fault of the breakdown of inductor is chosen since it will cause
a severe shift of the accelerometer output, which potentially
causes risks for the system functionality. The fault injection has
been conducted in a simulation environment with a Simulink
model in our previous work in [38] and the corresponding signal
feature is multiple dominant frequencies.

The feature used in the framework is chosen as the existence
of multiple dominant frequencies in the output signal of the
accelerometer model. Frequency analysis, including FFT, is a
widely used and well-established method for fault detection.
Related mathematical introduction can be found in [14]. To
detect the feature, the frequency components of the output signal
are first obtained by FFT, which are then filtered with thresholds.
Then, the dominant frequency number is calculated. If the num-
ber is more than one, the multiple dominant frequencies exist,
indicating that the feature is detected.

2) Uncertainty: The environment uncertainty, as a kind of
uncertainty discussed in Section III-B, is presented by the ex-
istence of bumpy road condition. The force arising from such
disturbance is presented by chirp signals. Chirp signals have
complex and changing frequencies and are also used as the
excitation of a bad country road in [40]. In a linear chirp signal,
the instantaneous frequency varies linearly with time

f(t) = ct+ f0 (11)

where f0 is the starting frequency (at time t = 0) and c is the
chirpiness.

In this case study, in the simulation environment, chirp signals,
added with some low-level noise signals, are chosen to represent
the environment uncertainty.

C. Validation of the Authenticity of the Problem Statement

Problem: Both system faults and uncertainties potentially
result in the detection of a feature in the signals, which further
causes false fault detection.

To represent the four possible causes of feature detection
introduced in Section III-C, four cases of system condition are
established as follows:

Case 1: system fault, no environment uncertainty;
Case 2: no system fault, environment uncertainty;
Case 3: system fault, environment uncertainty;
Case 4: no system fault, no environment uncertainty.

The force input and voltage output of the accelerometer model
are shown in Fig. 6. In this figure, periodical components in
the output signals appear in Cases 1–3, whereas the outputs
and the inputs are linearly correlated in Case 4. The frequency
distribution of the output signals obtained by the FFT is shown in
Fig. 7, with multiple dominant frequencies in Cases 1–3. Since
a feature of the output signals, multiple dominant frequencies, is
detected in all three cases, the existence of system fault cannot
be determined by such feature detection.

D. Validation of the Proposed Fault Detection Function

In this section, the proposed function is validated by providing
probabilistic inference on system fault condition.

Fig. 6. Voltage output of the accelerometer model. (a) System input and output
under Case 1. (b) System input and output under Case 2. (c) System input and
output under Case 3. (d) System input and output under Case 4.

Fig. 7. Frequency distribution of the voltage output signals under Cases 1–4
from left to right.

1) Probabilistic Parameter Acquisition: The parameters of
the fault detection function are acquired in various ways. As
discussed in Section III-B, the prior probabilities are obtained
by empirical knowledge or by other monitoring services. In
this case study, the failure rate of the components is obtained
by looking up related handbook. An example is given in [36]
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Fig. 8. Frequency distribution of the voltage output of the accelerometer model
with system fault of inductor breakdown.

TABLE II
LIKELIHOOD VALUES OBTAINED BY SIMULATION

that typical failure rate λ is 10−10 to 10−7h−1 for electronic
components at 40 °C, doubling for a temperature increase of
10 °C–20 °C. Considering an electronic system of a car, once
the temperature profile around electronic control unit (ECU)
X is confirmed, its failure rate can be obtained. Meanwhile,
some marginal probabilities can be obtained with other MAS
in runtime. For example, the probability that the road is bumpy
can be assessed dynamically according to the real-time road
condition.

The likelihoods p(fe|fa), p(fe|u), p(fe|(fa, u)), and
p(fe|nor) are obtained by simulations. In order to obtain the
value of p(fe|fa), 500 pairs of system parameters with high
inductance value, representing the system fault, are assigned.
Corresponding simulations with the accelerometer model are
executed and the feature extraction algorithm is utilized to detect
the features with the output voltage signals.

With the FFT, the frequency distribution of the output signals
can be obtained, as shown in Fig. 8. Among the 500 simula-
tions, many of them have multiple dominant frequencies in the
output signals, shown as white peaks in the figure. For some
simulations, the peaks are invisible in the figure because their
amplitudes are relatively small. However, it is likely that there
are also multiple dominant frequencies in the output signals
of these simulations. So in our case, the number of dominant
frequencies, instead of the amplitude of them, is chosen as the
feature indicating system fault. With some postprocessing and
thresholding methods, the numbers of dominant frequencies are
obtained. If the number is more than 1, the value of the feature
is 1; otherwise the value of the feature is 0. Using simulations,
the likelihood values in different cases are obtained and listed in
Table II. In this table, all the likelihoods are less than 1 in Cases

Fig. 9. Fault detection result with the proposed function and conventional
function under Case 2. In the y-axis, “1” and “0” denote the detection result of
“system fault” and “no system fault,” respectively. (a) Detection result with the
proposed function. (b) Detection result with the conventional function.

1–3, which means that neither system fault nor environment
uncertainty can guarantee feature detection.

2) Fault Detection and Result Discussion: In this section,
the performance of the proposed fault detection function is
explored. Corresponding to the four cases in Section IV-C, four
groups of parameter values are assigned. The first group contains
100 simulations with system faults; the second group contains
100 simulations with environment uncertainty; the third group
contains 100 simulations with both of them; and the last group
contains 100 simulations with none of them. By executing the
simulation models, the voltage outputs are obtained and input
into the fault detection function. As the output of the function, a
fault condition noted as “system fault” or “normal” is obtained.

As a comparison, a conventional fault detection function is
also used. In this function, a feature extraction algorithm is first
applied to the voltage signal outputs. This algorithm is the same
as the feature extraction algorithm used in the proposed function
and is described with details in Section IV-B1. After the feature
detection process, the feature-fault mapping is conducted. If and
only if the feature is detected, fault condition “system fault” is
exported. Otherwise, fault condition “normal” is exported. The
detection result in Case 2 is shown in Fig. 9. In this case, there is
no system fault while the environment uncertainty is high. The
detection results are expected to be “normal,” denoted as 0 in
the y-axis of the figure. From the figure, it is shown that both
the conventional function and the proposed function have false
detection cases, presented by the red dots with the y-axis value
of 1. It is clearly shown that the proposed function has much less
false detection than the conventional function. The consideration
of uncertainties of environment uncertainty contributes to the
decrease of false detection.

The detection accuracy, calculated as the ratio of correct
detections and total detections, is shown in Fig. 10. In Case
1, the detection accuracies of both functions are 89%, which is
relatively high compared with Cases 2 and 3. In this case, the
false detections mainly result from the system itself, including
the uncertainty of feature extraction algorithm and fault model
as discussed in Section III-B. In Case 2, the detection accuracy
increases significantly from 64% to 83% with the application of
the proposed function. In this case, there are no system faults
while the environment uncertainty is severe, so parts of the false
detections are avoided by the proposed function. In Case 3,
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Fig. 10. Detection accuracy with the proposed function and conventional
function under four cases.

where there are system faults and environment uncertainty, the
detection results are expected to be “system fault.” In this case,
the accuracies of the two functions are both around 45%, which
is quite low, since it is difficult to distinguish the root cause of
feature detection under this condition. As shown in the figure,
the detection accuracy of conventional function is even slightly
higher than that of the proposed function. One possible reason
for this phenomenon is that the proposed function is more likely
to classify those scenarios with high environment uncertainty as
“normal.” In Case 4, where there is no environment uncertainty
and system fault, the detection accuracies of both functions
are 100%. Overall, the proposed function has improved the
detection accuracy of system fault under uncertainty of severe
environment uncertainty.

V. CONCLUSION AND FUTURE WORK

In this article, we have addressed the challenges of fault
detection in CPS in the presence of uncertainties. The fault
detection function proposed in this article provides probabilistic
inference of system faults based on BI considering heteroge-
neous uncertainties. An uncertainty analysis framework special-
ized for the fault detection process has significantly concretized
the meaning of uncertainties, the way to quantify them, and
the way to propagate them into the function. The probabilistic
parameter values of the function are acquired through simulation
and empirical knowledge. The functionality of the function has
been validated using a case study of an accelerometer model,
and the fault detection accuracy is evidently improved. When
this function is implemented in MAS services, an online fault
condition monitoring is achieved with various data inputs from
other subsystems of CPS.

However, due to the complex nature of CPS and various
operational environments, the proposed uncertainty analysis
framework and fault detection function have certain delimi-
tations and more efforts are needed for improvement in the
future. For example, an assumption is made in this article that
system faults and uncertainties are independent, which is not
valid in some complex situations. Meanwhile, the validation
process only involves one system fault and one feature in the case

study, which is designed for validating the usability of the pro-
posed fault detection function. In the future, the way faults and
uncertainties propagate, and the compositional effect of various
types of system faults and uncertainties from different subsys-
tems will be explored. Moreover, experiments and validation
with more complex CPS applications other than accelerometer
will be conducted.
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