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VFogSim: A Data-Driven Platform for Simulating
Vehicular Fog Computing Environment
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Abstract—Edge/fog computing is a key enabling technology in
5G and beyond for fulfilling the tight latency requirements of
emerging vehicle applications, such as cooperative and autonomous
driving. Vehicular fog computing (VFC) is a cost-efficient deploy-
ment option that complements stationary fog nodes with mobile
ones carried by moving vehicles. To plan the deployment and
manage the VFC resources in the real world, it is essential to
consider the spatiotemporal variations in both demand and supply
of fog computing capacity and the tradeoffs between achievable
quality-of-services and potential deployment and operating costs.
The existing edge/fog computing simulators, such as IFogSim,
IoTSim, and EdgeCloudSim, cannot provide a realistic technoeco-
nomic investigation to analyze the implications of VFC deployment
options due to the simplified network models in use, the lack of
support for fog node mobility, and limited testing scenarios. In this
article, we propose an open-source simulator VFogSim that allows
real-world data as input for simulating the supply and demand
of VFC in urban areas. It follows a modular design to evaluate
the performance and cost efficiency of deployment scenarios under
various vehicular traffic models, and the effectiveness of the diverse
network and computation schedulers and prioritization mecha-
nisms under user-defined scenarios. To the best of our knowledge,
our platform is the first one that supports the mobility of fog
nodes and provides realistic modeling of vehicle-to-everything in
5G and beyond networks in the urban environment. Furthermore,
we validate the accuracy of the platform using a real-world 5G
measurement and demonstrate the functionality of the platform
taking VFC capacity planning as an example.

Index Terms—Capacity planning, cellular networks, mobile
computing, systems simulation, vehicular and wireless technol-
ogies.

I. INTRODUCTION

EDGE/FOG computing brings cloud-like computing ser-
vices closer to where the data are generated in order to

reduce the network latency. In the case of fog computing for
vehicular applications, or vehicular fog computing (VFC), fog
computing nodes can be deployed in stationary infrastructures
or on moving vehicles. According to Yousefpour et al. [1],
VFC enables more flexible and cost-efficient deployment of
computing resources by complementing stationary fog nodes
colocated with cellular base stations [i.e., cellular fog nodes
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(CFNs)] with vehicular fog nodes (VFNs) carried by moving
vehicles. Specifically, it utilizes the mobility of VFNs to respond
to excess demand at peak hours of the day and during special
events [2].

Despite being a promising solution, developing and evaluat-
ing the capacity and resource management strategies for VFC
remains a challenging topic. Minimizing costs while increasing
the quality of service (QoS) requires tackling various research
questions, including where and how much capacity to deploy [3],
[4], whether and where to offload tasks [5], [6], or how to
schedule the radio and computing resources jointly [7]. One
common challenge of these research questions is how to as-
sess the system performance for various conditions. Real-world
experiments provide the accurate evaluation by demonstrating
the advantages and risks of the proposed systems. However,
real-world test environments are usually quite expensive and
difficult to set up. Moreover, in most cases, it is not possible to
obtain isolated and dedicated test environments to understand
the value of VFC in different scenarios. The need to have a
deeper understanding of the deployment decisions under ex-
treme circumstances (e.g., ultradense, fast moving, and unbal-
anced loads), as well as the low economic and time requirements,
has increased the attention on the simulators over the research
community.

There are already several simulators for dynamic edge com-
puting, e.g., iFogSim [8], EdgeCloudSim [10], and FogNet-
Sim++ [11]. While these simulators can capture the general
attributes of networking (e.g., QoS measurement or the mobility
of client vehicles), they are missing several fundamental fea-
tures, such as mobility of computing nodes [8], [10] or service
differentiation [11]. This article aims at solving this challenge by
developing an open platform that provides a realistic simulation
of dynamic VFC environments and supports the simulation of
various application scenarios.

The platform proposed in this article uses a data-driven ap-
proach where real-world or synthetic data can be used. The
input data consist of the signal-to-interference-plus-noise ratio
(SINR) and vehicular traffic locations. Unlike the other simula-
tors, VFogSim supports both stationary and mobile fog nodes
and integrates vehicular traffic and network simulation covering
physical and upper-layer protocols. It is embedded with both
spectral and computational resource allocation policies and can
be customized by user-defined algorithms. Finally, our simu-
lator can be used for evaluating various aspects, including the
QoS metrics (e.g., data rate and average delay), the technoeco-
nomic performance of the different network, and task allocation
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Fig. 1. Application scenario of VFC.

policies, and the impacts of various factors, such as interservice
prioritization, traffic load, and pricing strategy.

To the best of our knowledge, it is the first data-driven VFC
simulation platform. Our key contributions are given as follows.

1) We develop a data-driven system-level simulation plat-
form, VFogSim, for evaluating different VFC deployment
options and resource schedulers. The developed platform
is made open source1 to invite the research community for
future developments.

2) We build VFogSim following the modular design princi-
ples, which allow it to be easily customized for particular
use cases or input data. We assess this modularity by
testing our simulator with both real and synthetic data as
well as considering different deployment options.

3) We demonstrate the functionality of VFogSim through a
case study on VFC deployment in an urban area, the results
provide insights into the technoeconomic implications of
different capacity planning options.

The rest of this article is organized as follows. Section II
reviews the related works. Section III presents the platform
architecture and an example scenario. Section IV details the
implementation of the platform; Section V evaluates the accu-
racy and the functionality of our simulator. Section VI discusses
the key features, limitations of the platform, and future work.
Finally, Section VII concludes this article.

II. BACKGROUND AND RELATED WORKS

In this section, we first introduce an exemplary scenario of
VFC, then we compare our simulation platform with the state-
of-the-art works.

A. Vehicular Fog Computing

Fig. 1 presents an application scenario of VFC, where Vehi-
cles A and B can either offload their tasks to a CFN colocated
with a 5G base station or a VFN carried by a bus within a one-hop
vehicle-to-everything (V2X) communication range. In this sce-
nario, the CFN serves as a local coordinator for spectral and com-
putational resource allocation. VFC can be used for emerging
vehicular applications involving time-critical and data-intensive
computational tasks. Table II lists some exemplary applications
and their corresponding latency requirements.

1Current version of the simulation platform is available at https://mobilecloud.
aalto.fi/?page_id=1441

B. Related Works

Current edge/fog computing simulators are mainly built on
the existing cloud computing simulators or network simulators.
Table I presents a comparison of VFogSim with the state-of-
the-art platforms. Three well-known edge computing simulators
are IFogSim [8], IoTSim [9], and EdgeCloudSim [10], all of
which are built on CloudSim [19]. IFogSim models the fog
environment where the fog nodes follow a hierarchical arrange-
ment from the sensors to the cloud and measure the impacts of
resource management policies in terms of latency, network con-
gestion, energy consumption, and cost [8]. IoTSim supports the
simulation of Internet of Things (IoTs) big data processing using
the MapReduce model [9]. However, they simplify the network
model and do not consider the communication channel attributes
(e.g., SINR). EdgeCloudSim integrates multiple modules into
an edge computing system, including the core simulation (i.e.,
the module responsible for loading and running the edge com-
puting scenarios from the configuration files), networking, load
generator, mobility, and edge orchestrator modules [10]. Despite
considering the mobility of client vehicles, it does not support
the mobility of fog nodes.

FogNetSim++ [11] is an edge computing simulator based on
OMNet++ [20], focusing on simulating the network character-
istics of distributed edge computing devices and enabling users’
customization of mobility models and fog node scheduling
algorithms [11]. However, it cannot be used to estimate the
network metrics (e.g., throughput) due to a lack of physical-layer
protocols. Similarly, EmuFog [12] and Fogbed [13] are two
edge computing simulators based on the network simulator
Mininet [21] and its extended version MaxiNet [22]. EmuFog
enables users to design the network topology with embedded
fog nodes and run docker-based applications on those nodes
connected by an emulated network [12]. Fogbed enables the
dynamic adding, connecting, and removing of virtual nodes via
docker containers and supports to perform real-world protocols
and services [13]. Although they support the evaluation of
cost and latency, they do not support other advanced functions
(e.g., customizable scheduler, pricing strategy, and interservice
prioritization).

FogTorch is a simulation tool that supports QoS-aware de-
ployment of IoT applications to fog infrastructures [14]. Ex-
tending FogTorch, FogTorchII exploits Monte Carlo simulations
to take into account the variations of the QoS and classifies
deployments in terms of both QoS assurance and fog resource
consumption [15]. Nevertheless, neither of the works has inte-
grated the mobility model of client vehicles or taken the mobility
of the fog nodes into account. To simulate the vehicular network,
Veins [16] couple OMNeT++ [20] with the mobility simulator
SUMO [23] with the implementation of IEEE 802.11p. It can
also be used together with SimuLTE [24] and Simu5G [25],
which offer a detailed model of the long-term evolution based
and 5G new radio (NR)-based V2X, respectively. However, it
does not contain a computational scheduler, advanced network
scheduler, or economic model.

In this work, we propose a data-driven platform for VFC
that contain the above-mentioned modules and functions. In the
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TABLE I
COMPARISON OF OUR WORK WITH THE EXISTING EDGE/FOG SIMULATORS

Fig. 2. System architecture of the VFogSim platform.

current version, the inputs can be the synthetic data generated
by SUMO and WinProp [26] or real-world measurements. In
the formal case, while SUMO enables a fine-grained simulation
of vehicular traffic, WinProp supports a variety of air interfaces
for 5G and beyond networks. Moreover, WinProp takes various
real-world information, such as the locations of the base stations,
buildings, and trees into consideration, thus offering a more
realistic and widely applicable vehicular network simulation. In
the future version, we are considering integrating our platform
with Simu5G [25] and Veins [16].

III. SYSTEM ARCHITECTURE AND EXAMPLE SCENARIO

This section gives an overview of the modular and customiz-
able platform, VFogSim. We introduce the system architecture
followed by an example use case.

A. System Architecture

As illustrated in Fig. 2, the VFogSim platform requires the
GPS coordinates of the vehicles and an SINR map for the given
region. Therefore, the first step of running a simulation is to
provide these input data. We design the VFogSim platform as a
discrete-time optimizer, so the input data need to be discretized
into transmission time intervals (TTIs). Once these data are
inputted, the vehicles are registered to different base stations,
i.e., gNBs. Note that in synthetic data, it is possible to associate

the users with specific base stations automatically. At each base
station, we first update the active user information to determine
the task migrations, i.e., when the vehicle moves to another
base station before completing the active task. Once the active
tasks are determined, each base station performs the network
and computation scheduling and determines resource allocations
to vehicles. The resulting system behaviors, such as resource
allocation, delay, and billing information, are stored in statics,
respectively, to be analyzed at the end of the simulation.

Input Data of VFogSim: VFogSim can take as input either
real-world measurements or synthetic data of SINR maps and
vehicular locations. To generate the synthetic data, in this article,
we use WinProp [26] and SUMO [23]. We consider the 3-D map
of the considered area from OpenStreetMap, real-world cellular
bases stations, and propagation model and air interface configu-
ration in WinProp [26] to estimate the SINR map of the region.
For tractability, we omit the secondary reflections (e.g., other
vehicles) on the SINR map. Meanwhile, based on the 2-D road
network from OpenStreetMap, SUMO generates a fine-grained
microscopic traffic simulation that includes vehicular movement
and the traffic infrastructure (e.g., traffic lights). Alternatively,
if we use the vehicular GPS data and the SINR data collected
from the real-world experiments, both information needs to
be associated with the TTIs. Particularly, we need the SINR
information of the vehicle at every TTI. Apart from this asso-
ciation and time discretization, both synthetic and real-world
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TABLE II
EXEMPLARY VEHICULAR APPLICATIONS AND THEIR DELAY

REQUIREMENTS [17], [18]

data can directly be used. Table III details the input data used in
VFogSim.

Task Generation: The task generation block associates the
vehicular traces with specific task requests and creates the
network load. We discuss the specific association strategy in
Section IV-B. It is possible to customize the tasks in terms
of their CPU/GPU/NPU computing units, battery consumption,
memory requirements, or interarrival times. The generated tasks,
the vehicle ID, and the location of the vehicle are passed to the
gNB registration block.

Network Simulations: The network simulations start with
associating the vehicular traces with the SINR values at the gNB
registration block. This block is also responsible for determining
the load at different gNBs. If a client vehicle changes gNBs,
the gNB registration block triggers the user and task migration
block where the task migration tasks are handled and stored.
Otherwise, the tasks are moved to the schedulers.

Network and Computation Schedulers: The network sched-
uler and computation scheduler focus on the allocation of spec-
tral and computational resources, respectively. As we perform
the resource allocations, we assume that the priority of a service
is determined by the requested resources, the price of the service,
and the remaining service execution time. We have separated
the network and computation schedulers to ensure that different
scheduling strategies can be covered using VFogSim. The infor-
mation regarding the user and task migration, the resource (both
spectral and computing) allocation decisions, and the billing
information are stored in the statistics block for evaluation
purposes, e.g., efficiency in network orchestration and resource
management [27].

B. Example Scenario

The modular and customizable structure of VFogSim enables
simulating a large variety of testing scenarios. The blocks, as
presented in Fig. 2, can be either used as the default mode
(i.e., presented in the article) or can be customized to test
specific scenarios. Two testing scenarios for VFC are capacity
planning and resource allocation. Capacity planning aims to
determine where to deploy the fog nodes and how much should
be deployed with cost efficiency and the QoS guarantee. For
example, Mao et al. [4] proposed a capacity planning framework
for VFC in order to minimize the costs while meeting the latency
requirements. Resource allocation aims to find the matching
strategies between the fog nodes and the client vehicles in order
to maximize the QoS. For example, Zhu et al. [5] proposed a

resource allocation algorithm for video crowd-sourcing tasks in
a VFC environment in order to jointly minimize video quality
and latency. To test different capacity planning strategies, the
computation scheduler could be changed. On the other hand,
to test the technoeconomic performances of different resource
allocation strategies, both the network scheduler and the com-
putation scheduler could be replaced.

To demonstrate an example scenario in this article, we con-
sider the capacity planning for VFC in an urban area, as detailed
in Section V. For the sake of simplicity, each user is assumed
to be associated with one active service at each TTI. The SINR
of user k is estimated based on the vehicle location and the
SINR map. At every TTI, the simulator will first generate the
active tasks and then perform the network scheduling per cell.
Among the active services, the task scheduling algorithm runs
for the computational resources. The user is queued if it fails
to receive the computational resources. To ensure tractability,
this work assumes that the respective containerized vehicular
applications are active at all the fog nodes (including CFNs and
VFNs). Consequently, the migration delay is the time it takes
to move the user data from one fog node to another. This work
assumes that the client vehicles are always connected to the cells
with the highest SINR values.

IV. SIMULATOR DESIGN

In this section, we detail the data-driven simulator design and
the key attributes of the default mode.

A. Generating Vehicular Traffic

We generate the synthetic vehicular trajectories in a region in
two steps. In the first step, we feed the 2-D map of the region
into SUMO. The road network generated by SUMO from the
2-D map contains the information on the nodes (e.g., road inter-
sections), the edges (e.g., road segments), and the relationship
between the edges (e.g., junctions). While generating the road
network, we include the road information (e.g., the number of
lanes), road type (e.g., motorway), and traffic regulations (e.g.,
one way or both). Additionally, the road network contains in-
formation on the traffic lights at each intersection and generates
the corresponding time schedules.

In the second step, the trips of the client vehicles are generated
using the built-in function randomTrips. The number of vehicles
simulating at each time is controlled by the arrival and departure
rates. More specifically, if there are n users in the setting, then
the arrival rate is n vehicles/s. We control the arrival period to be
very small (0.01 s) so that all the n vehicles appear at the same
time. The randomTrips function will randomly choose the road
segments as the origin and destination of each vehicle’s trip and
route the vehicles according to the shortest path. The vehicle will
disappear after it has arrived at its destination. The generation
of the trips also considers the number of lanes as weight so that
the traffic density on the primary roads is generally higher than
on the secondary roads. Moreover, we use different arrival and
departure rates to simulate various traffic conditions, such as
peak hours, off-peak hours, and extreme scenarios (e.g., when
the request arrival rate is extremely high). In this work, VFNs



5006 IEEE SYSTEMS JOURNAL, VOL. 17, NO. 3, SEPTEMBER 2023

TABLE III
DESCRIPTION OF INPUT DATA USED IN VFOGSIM

are assumed to have regular routes and time schedules (e.g.,
carried by buses), where their routes are generated using the
origin–destination matrix. More specifically, we set the origins
and destinations of all the buses and generate their routes by
duarouter, which calculates the shortest paths.

B. Modeling Communication Channel

We built an SINR map of the region in question using Al-
tair WinProp [26], taking the 3-D map of the area as input.
Note that the SINR map can also be extracted from real-world
measurement or simulated by other open-source platforms (e.g.,
Veins [16], cf., Section VI). The 3-D map (i.e., from Open-
StreetMap) is used for estimating the transmission loss caused by
reflections and shadowing. For instance, we consider the location
and height of buildings and trees when calculating transmission
loss using the propagation model (e.g., the dominant path model)
for urban areas with dense buildings and trees. We place the base
stations according to their real-world locations. For example, the
locations of the base stations are extracted from the street ad-
dresses in CellMapper [28] and exported to universal transverse
mercator (UTM) coordinate system using geocoding. The air
interface is configured according to the 5G configuration in [26].
We use 5G NR vehicle-to-network (V2N) for communication
between the vehicles and with the infrastructure, i.e., the VFNs
interact with the client vehicles with the aid of the cellular base
stations. The parameters to model the communication channel
are listed in Table V. According to the location of the VFNs,
the capacity of VFNs is assigned to each cell. Based on the
3-D city database, base station information, and communication
channel parameters, we calculate the SINR map in WinProp. The
SINR map is a matrix of SINR values in the area with a spatial
granularity of 1 m2. When the vehicle’s position changes, the
SINR value will change accordingly. Combing the SINR map
with the vehicular traces, we calculate the achievable rate of each
vehicle at each time slot (i.e., TTI) using the Shannon formula,
i.e., presented in (2). When the client vehicle moves out of the
cell coverage, the task migration is carried out, and we calculate
the SINR value in the new cell.

To represent the relationship between the transmission data
rate expectations R and utility values U , we consider a piece-
wise linear utility function proposed in [7] (cf., Fig. 3). The
utility values reflect the QoS received by the client vehicles.
This utility function is determined by six parameters, namely
R1, R2, R3, U1, U2, and U3. The region between R1 and R2 is
considered to be a standard quality region to which the QoS is
strictly tied. After R2, the increase in the data rate has a slower
effect on the achieved utility. We assume thatR3 is the saturation

Fig. 3. Generic utility function from the article presented in [7].

point, namely further increasing the achievable rate above this
value would not impact the QoS. The service is expected to
reach the average data rate of R3 over a time interval of Ws.
If a service fails to reach the average rate of R3 at the end
of Ws, it is considered to be dropped. Therefore, Ws sets an
indirect delay requirement for the system. The proposed utility
function in Fig. 3 covers a multitude of services and can be
customized to reflect a specific characteristic. For example, for
a critical service where the QoS is not scaled with the data rate
and a continuous data rate of R is needed, it is possible to set
R1 = R2 = R3 = R. This way the service is not considered to
be active unless it achieves R, and once it becomes active, it
directly moves to the saturation region.

In the network site, the service attributes are coupled with a
utility value, which is proportional to the average data rate, Rk

(bps/Hz). The average data rate is calculated by

Rk[n] =

n∑
i=n−Ws

xk[i]rk[i]/Ws. (1)

In this equation, continuous variable xk[i] ∈ [0, 1] is a decision
variable that represents the assigned wireless resource to a
client vehicle k at time slot i. rk[i] (bps/Hz) is the achievable
transmission data rate of client vehicle k at time slot i, which is
calculated by

rk[i] = Blog2(1 + SINRk[i]). (2)

B (Hz) represents the all available network bandwidths. The
actual data rate of client vehicle k at time slot i is then given by
xk[i]rk[i].

C. VFogSim Simulation

The vehicular traffic traces and channel simulation data as
well as the service attributes (e.g., application profiles) are in-
putted to VFogSim. In practice, the information that the cellular
base station needs to collect from the client vehicles includes the
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TABLE IV
TRANSMISSION DATA RATE EXPECTATIONS R1 −R3 (BPS/HZ), UTILITY VALUES U1 − U3, AVERAGE TASK SIZE CAVG (KB/TASK), AND PRICE p (MU/TASK) FOR

FOUR EXEMPLARY SERVICE TYPES WITH DELAY EXPECTATIONS Ws (TTI) EQUAL TO ONE

ty

vehicle ID, vehicle dynamics per second (e.g., location, speed,
and direction), service type, and latency requirement, which is
collected every TTI.

Task Generation: The computing tasks can be classified based
on their degree of demand for computation resources. Such re-
source demand is determined by average task sizeCavg (kB/task)
and computation intensities γ (cycles/kB). In our simulation
platform, we consider each task as a basic unit for offloading with
an average demand size Cavg. The computation intensity repre-
sents how many CPU cycles are required to process one-bit input
data for a task mainly depending on the nature of the applica-
tions. This yields the mean number of CPU cycles per processed
task, D (cycles/task), i.e., D = Cavg · γ. We use four exemplary
services in Table IV to model the service heterogeneity.

Network Simulations: On the network side, the service de-
mand per cell is pooled. We assume that if the client vehicles
cannot react to a certain threshold in their transmission data rate,
they failed to transmit their tasks, and they need to retransmit
their requests in the next TTI. The vehicles that reach this
threshold are considered to be active. We design the spectral
resource allocation and the resource management of fog nodes
as two separate problems.

Network Scheduler: The objective of the network scheduler
is to maximize the total transmission data rate of the overall
client vehicles at each TTI. The different slopes in the piecewise
linear utility function reflect the service priorities in the max-
rate scheduler. More specifically, the scheduler would give the
resources to the services, which can create the highest utility
increase with a unit resource. Consequently, the applied utility
function also determines the interservice priorities. In addition
to this interservice priority, due to the definition of Rk in (1), the
achievable rates of the client vehicles also affect the achieved
utility and the network resource allocation. We focus on a simple
scheduler at the spectrum side formulated as follows:

max
xk[n]

∑
k∈K

Uk(Rk[n]) (3a)

s.t
∑
k∈K

xk[n] ≤ 1. (3b)

The objective function in (3a) maximizes the total achieved
utility over all the vehicles, K. We calculate the achieved utility
based on the piecewise linear utility function and Rk in (1).
The utility function in Fig. 3 is linearized using standardized
methods. Note that as a real-time scheduler, the optimizer only
considers xk[n] as a variable, while the rest of the allocated
resources before n are considered as parameters. The constraint

in (3b) limits the assigned spectral resources to the maximum
available resources.

Computation Scheduler: We assume that the client vehicles
are associated with the colocated fog node of the gNB to which
they are connected. Therefore, in this work, we focus on fog
node selection from a set of available ones rather than using
an explicit task allocation algorithm and consider the following
task scheduling problem as follows:

max
qk

∑
k∈K

pkDk log
−1 tremainingqk (4a)

s.t qk ∈ {0, 1} (4b)∑
k∈K

qkDk ≤ ARc ∀c ∈ C. (4c)

The objective function (4a) models the interservice prioriti-
zation, based on the price of a service pk, the total demanded
resources of service k, Dk, and the remaining time to finish the
execution of the task tremaining. The remaining time calculated
based on the delay expectations Ws progressively decreases
during the simulation.

The scheduler gives a higher priority to the services with lower
remaining execution times, ensures the continuous execution of
the services, and creates possibilities to interrupt the service
execution if a higher priority service request is received (e.g.,
in case of emergency). As a design metric, the service requests
with higher resource demand are prioritized over the smaller
ones to minimize fragmentation. The binary variable qk set in
(4b) presents whether the client vehicle k is chosen for execution
or not (i.e., 1 or 0). Finally, (4c) ensures that the total demand
is not exceeding the available computing resource at the cth cell
in a set of cells C (i.e., ARc).

The task scheduling algorithm in (4a)–(4c) is run at every TTI.
This way, the computation scheduler can dynamically update
the resource usage based on the active services at each TTI. The
current version of VFogSim supports only 5G V2N [29]. It can
be extended to support vehicle-to-vehicle (V2V) in the future.

D. Accuracy and Scalability

In this section, we evaluate how close the wireless network
simulation results are to the real-world measurements. The
evaluation includes two parts, namely accuracy and scalability.

Experimental Setup: To test the accuracy of our network
simulations, we set up a driving test with a Xiaomi Mi 10 T
Pro 5G phone placed inside of a car. The phone is equipped with
an Elisa commercial subscriber identification module card with
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Fig. 4. Measurement setup in Otaniemi, a university campus in Helsinki. The
figure shows the white car used for the measurement (on the top) and the test
trail (at the bottom).

100 Mbps 5G mobile broadband for business. With regards to
real-world performance measurement, we collect two metrics:
cell ID representing which cell the vehicle is connected to
(measured by Cellular-Z [30]); and data rate (i.e., throughput,
measured by iperf3 [31]), and the data rate values are averaged
over ten repeated measurements. The above metrics are asso-
ciated with the GPS coordinates (measured by both Cellular-Z
and iperf3, which are used for cross validation), collected every
second over a sample duration of 10 min. During the sample
collection, the car drives two cycles at an average speed of
18.57 km/h on the test trail, as shown in Fig. 4, with a speed limit
of 30 km/h. On a commercial network, determining the active
number of client vehicles and their demand is not trivial from
the client side. Therefore, we used the measured data rate during
our experiment to determine the number of clients. In particular,
we tried various numbers of client vehicles in our simulations
and selected the client number that minimizes the distance
between the simulated result and the real-world measurement.
For simplicity, we assumed that through the simulation horizon
(i.e., 10 min in this case), the number of active client vehicles
per cell and the active background services is constant, while
the client vehicle’s connected cell ID and the SINR value are
changing in real time.

Simulator Accuracy: Fig. 5 shows the comparison between
the measured throughput values in the real-world setup on the
left and the simulator on the right. The actual throughput of a
client vehicle depends not only on the SINR values but also on
the scheduling dynamics, such as the number of active client
vehicles, the service mix at the given cell, or the scheduling pol-
icy. This dynamic nature of resource scheduling causes the high
fluctuations observed in real-world measurements. Fig. 5 shows
that our network simulator performs close to the real-world
measurements. In particular, both the simulation results and the
real-world measurements have similar peak and minimum data
rates. Although our assumption on the static number of client
vehicles and their active applications in our simulation causes

Fig. 5. Comparing the real-world measurements (on the left) and simulation
results (on the right) in terms of data rate (i.e., throughput). The four cellular
base stations with cell IDs #1 (red), #2 (black), #3 (green), and #4 (blue) have
8, 8, 4, and 6 client vehicles, respectively.

a more stable characteristic in Fig. 5, the result shows a similar
trend as the real-world measurements. Therefore, the network
simulator can provide a realistic estimation of the data rates.
Note that the key objective of this work is to perform real-time
resource allocation in VFN. Thus, the available computing
capacity as well as the vehicular routes are parameters. The
capacity planning or vehicular traffic routing problems are not
considered in this work.

Simulator Scalability: From the execution time perspective, as
the number of client vehicles increases from |K| = 50 to |K| =
100, we measure approximately 64% computation time increase,
from 89.205 to 139.705 s, in a commercially available computer
with an I7 processor and 16 GB random access memory. With
150 users in the peak scenario, the total network data overhead
from the client vehicles to the cellular base stations are around
3500 kB.

V. CASE STUDY

We evaluate the functionality of VFogSim by demonstrating
how to use it for analyzing the feasibility of different VFC
deployment plans from a technoeconomic perspective. In our
analysis, we measure the data rate, delay, and cost of differ-
ent deployment options. Moreover, we evaluate the impacts
of interservice prioritization, traffic loads, and pricing on the
capacity plan, which can be used either in the default mode
presented in this section or substituted by the user-defined ones.
Experimental Setup: In our simulations, we consider the 1 km2

area in downtown Helsinki city, as shown in Fig. 6. Table V
lists the simulation parameters. To generate the SINR values
using WinProp, we use a digital map of the area and locations of
cellular cells from OpenStreetMap. Using SUMO, we generate
the vehicular traces through this region for various numbers of
client vehicles (i.e., |K|). Using the GPS coordinates of the client
vehicles and the generated SINR map, we determine the SINR
values of client vehicles at each TTI. These data are inputted
into the task generation block of our simulator. To test the
functionality of our simulator, we consider two task generation
cases, i.e., high and low task generation. During the high task
generation, the client vehicles generate a new task at each TTI.
Therefore, this case is considered to be a worst-case scenario on
the network. On the other hand, during the low task generation
case, the client vehicles generate a task during a fraction of the
simulation duration (i.e., 80% during the simulation), which is
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Fig. 6. SINR map generated in WinProp.

TABLE V
SIMULATION PARAMETERS IN THE CASE STUDY [32]

randomly distributed to the simulation horizon. In this article,
we consider a relatively short-time horizon (i.e., in the order
of hours); therefore, long-term aspects, such as the number of
VFNs, communication technology, and network or edge capac-
ity, are considered to be constant. However, it is possible to test
different communication technologies, changing bus routes, or
capacity expansion strategies.

To map the service diversity in 5G networks, we model the
four services with different QoS expectations, interservice prior-
ities, and prices. The different services are modeled by changing
the R1, R2, R3, U1, U2, U3, Cavg, Ws and p parameters.

1) Background (A1): This service runs in the background
and requires a relatively low data rate (e.g., connectivity
service). It does not have any computational demand.

2) Object detection (A2): This service is latency sensitive and
rate sensitive (i.e., nonelastic). We implement it through
YOLOv5s [33] trained on COCO [34] dataset.

3) Lane detection (A3): This service is latency sensitive and
rate demanding (i.e., nonelastic). We implement it through
OpenCV [35] in a Python environment.

4) Video transcoding (A4): This service has relatively soft
latency and rate constraints (i.e., elastic). We implement
it through HandBrake video transcoder [36] with an x265
video encoder and mp4 container.

Fig. 7. Estimated total delay for deployment options NB (on the left) and WB
(on the right) for |K| = 50 and high task generation rate.

We profile the CPU resource demands of each service using an
Intel Core i7-7700 K eight-thread CPU with 4.2 GHz frequency
and detailed in Table IV. For this scenario, we assume that the
network operator only supports one service.

Finally, we compare the following four deployment options
based on the simulation results, i.e., estimated network connec-
tion and acceptance ratio.

1) NB Scenario: In order to provide a base-level performance,
we consider the scenario where the CFNs are used to serve
all the demands.

2) WB Scenario: To present our hybrid deployment solution,
we consider the scenario where the VFNs are used to
complement the CFNs.

3) InNB Scenario: As an alternative to the WB scenario, we
consider the case where the provider chooses to double
the available CFNs instead of investing in VFNs.

4) B Scenario: To provide another base-level performance,
we consider the case no CFNs are deployed and all the
computational tasks rely on VFNs.

The different scenarios are modeled by changing the avail-
able computing capacity at the buses and the base stations. To
simulate NB and INB scenarios, we set the computing capacity
of the buses equal to zero, whereas, for the B scenario, we set
the CFN capacity equal to zero. For the WB, we consider both
the CFN and VFN; therefore, both computing capacities are
nonzero. Due to the V2N scenario, from the network scheduler
perspective, there are no differences among these scenarios.
The VFogSim platform stores the resource allocations per user,
the network data rates, the experienced delays per user (i.e.,
migration delay and queuing delay), and the total cost. In the
rest of this section, we detail how these results can be utilized
to analyze the technoeconomic dynamics.

Average Delay: The average delay is outputted from the
QoS_Total_Delay() function. Fig. 7 presents the average delay
experienced per client vehicle under two different deployment
scenarios (i.e., NB and WB). We investigate two major com-
ponents of delay, namely queuing delays and migration delays.
Fig. 7 shows that, in a high mobility environment, the main
challenge is the migration delays, which cause approximately
70% of the measured delay. Deployment of the VFN affects
mainly the queuing delays (i.e., up to 10% decrease) based
on our task allocation strategy. More specifically, we do not
reserve or direct any VFN resources to explicitly handle mobility
challenges, but instead, we are demonstrating flexible capacity
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Fig. 8. Estimated cell congestion duration for deployment options NB (on the
left) and WB (on the right) for |K| = 50 and high task generation rate.

TABLE VI
ESTIMATED NETWORK CONNECTION (N ·C) AND ACCEPTANCE RATIO (A ·R)

FOR FOUR DIFFERENT SCENARIOS FOR |K| = 100

management with this periodically available computation capac-
ity. In the NB scenario, the users experience a 10.6026 TTI delay
on average, whereas, for the WB scenario, the experienced delay
is 10.5144 TTIs since more capacity becomes available with the
deployment of VFNs.

Fig. 8 demonstrates the congestion levels of base stations
under two different deployment strategies, provided by the
QoS_Cell_based() function. Here, we measure the TTIs where
the base station has at least one queued client vehicle over
the complete simulation horizon. As envisioned, the simulation
result demonstrates that the deployment of VFNs would create
relaxation on the stationary fog nodes. In particular, in the NB
scenario, the average cell congestion over all cells is 84.3422%,
whereas, for the WB scenario, the average congestion level
is 78.6285%. The deployment of VFNs decreases the overall
congestion level 6% due to more sufficient capacity brought by
the VFNs. Note that, unlike the InNB scenario, the relaxation in
WB is affecting a subset of cells (e.g., cells 1, 4, 5, 8, 11, and
12 in Fig. 8) since the buses which carry the VFNs pass through
these cells along their routes. Therefore, the deployment of
VFNs needs to be planned according to the objective to achieve
the maximum impact.

Technoeconomic Aspects: The applicability of any technical
solution in a real-world scenario depends not only on the QoS
achievements but also on the economical implications posed
by the solution. VFogSim provides the necessary statistics to
perform a technoeconomic analysis. We present the effects of
various deployment options on the network connection and
acceptance ratios in Table VI. The network connection and
acceptance ratio are provided by the QoE_Achieved_rate() func-
tion, the former indicated from the connectivity service A1 and
the latter from the vehicular applications A2, A3, and A4. In this
scenario, we assume that the operator has sufficient network
resources to guarantee spectral availability for all the client
vehicles. Therefore, the application of VFNs does not impact the
network connections. Consequently, we observe a connection of

TABLE VII
ESTIMATED ACCEPTANCE RATIOS FOR DIFFERENT SERVICES FOR FOUR

DIFFERENT SCENARIOS FOR |K| = 100 AND HIGH TASK GENERATION RATE

TABLE VIII
ESTIMATED ACCEPTANCE RATIOS FOR DIFFERENT SERVICES FOR FOUR

DIFFERENT SCENARIOS FOR |K| = 100 AND LOW TASK GENERATION RATE

99.97%, indicating that almost all the vehicles are connected to
the cells at each time slot.

In terms of the acceptance ratio, we observe that the appli-
cation of a hybrid platform can increase the efficiency by ap-
proximately 11%, while the InNB scenario provides the highest
efficiency. On one hand, considering the doubled resources, the
observed increase in performance in the InNB scenario can be
explained. On the other hand, the applicability of this strategy
depends on the additional economical pressure it would create.
We assume that the additional cost of deploying fog nodes and
the respective operational costs are reflected in a proportional
increase in the service price to the end client vehicles. We analyze
the client vehicles’ acceptance probability of the received service
quality for the given price following the relation from [7]:(

Us1

Us2

)μ

≤
(
Ps1

Ps2

)ε

(5)

where the parameters μ and ε represent the sensitivities to the
utility and the price, respectively, and we assume that they are
equal. The left-hand side measures the increase ratio in the
utility, while the right-hand side measures the price increase by
substituting an existing strategy (e.g., NB) with one with higher
capacity. Considering the InNB scenario, doubling the existing
resources also doubles the total price, while the increment on the
measured utility is relatively too low. Therefore, the inequality
in (5) does not hold. However, when we analyze the hybrid
computing solution (i.e., WB), as long as we ensure that the
price of VFC is equal to or less than 12% of the standalone
solutions, the client vehicles would accept the changes in the
prices, and WB would become the most cost-efficient solution.

Interservice Prioritization: As detailed in the earlier sections,
we map four different service types in our evaluations. In this
part, we consider two task generation rates, namely low rate and
high rate.

The background traffic is considered to have no compu-
tational requirements and is modeled as a live signal of the
vehicles. Therefore, this service type has relatively low data rate
expectations and strict latency requirements. The background
acceptance ratios, as reported in Tables VII and VIII, indicate the
connection status of the vehicles. Considering that this service
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TABLE IX
ESTIMATED ACCEPTANCE RATIOS FOR DIFFERENT SERVICES FOR FOUR

DIFFERENT SCENARIOS AND THE NUMBER OF VEHICLES, |K|

has very high priority in the network scheduler, and it is well
covered in the urban area, more than 99% of the vehicles are
always connected to a cell.

The remaining three service types are prioritized based on
the previously detailed aspects in function (4a). Among them,
object detection and lane detection service types have higher
priority than video transcoding services. This interprioritization
is visible in the acceptance ratios. Both for WB and InNB
scenarios, the prioritized services (i.e., lane detection and object
detection) have an increase in their overall acceptance ratio
between 10% and 20%, while the nonprioritized services (i.e.,
video transcoding) report a negligible increase in their overall
acceptance between 3% and 5%.

The acceptance ratio difference between the NB scenario and
WB scenario indicates that the deployment of VFNs mainly im-
pacts the prioritized services since the VFNs deployed on buses
have limited capacity and coverage area. Note that when the
capacity and coverage area of VFNs increase, they can also affect
the non-prioritized services. Moreover, this occurrence also
results from our deployed scheduler in (3a) and (3b). As detailed
in the previous sections, it is possible to test different scheduling
and task allocation models that can change the results.

Impacts of Traffic Load: In this part, we analyze the impli-
cations of increasing the number of vehicles on the service
acceptance rate. To reflect the worst-case scenario, we assume
the high task generation rate, and the results are presented in
Table IX. First of all, the network connection of the vehicles,
i.e., the background service, decreases to 97.27% for |K| = 150.
The loss of approximately 2% is due to the coverage holes in
the considered region and shows that the use cases that require
high reliability demand new network solutions. Regarding the
considered deployment scenarios, we can observe that, for a few
numbers of client vehicles, the performance of WB and InNB is
comparable with each other. Therefore, when the traffic volume
is low, the deployment of VFN provides a more flexible yet
efficient network solution.

Although all the deployment options present a decrease in
acceptance ratio when the traffic load increases, we can see
that the standalone VFN deployments (i.e., deployment case B)
present a more than 25% acceptance rate. This result indicates
that, although this standalone deployment option is not feasible

TABLE X
ESTIMATED ACCEPTANCE RATIOS FOR DIFFERENT SERVICES FOR FOUR

DIFFERENT SCENARIOS FOR |K| = 100 AND HIGH TASK GENERATION RATE

WITH PRICE DIFFERENTIATION

Fig. 9. Acceptance ratios per service type for different pricing strategies for
WB deployment scenario and |K| = 50.

for urban scenarios, it has the potential to be applied in rural
areas.

Impacts of Pricing: Finally, we analyze the implications of
different prices for different services. In our task scheduling
algorithm, the price of a service proportionally increases the
priority of the service. In this part, we demonstrate the impact of
different pricing options on resource allocations. In particular,
we assume that the service provider charges higher for elastic
services and cheaper for nonelastic services. Therefore, despite
the underprioritization of video transcoding services, the service
provider would have a higher incentive to serve this client vehicle
service. To analyze this scenario, we assume that the prices of
video transcoding services are ten monetary units (MU), while
the object detection and lane detection services are prices of 2
MU and 5 MU, respectively. Because the background services
are modeled as live signals, we assume that they are priced the
least, i.e., 1 MU. Table X presents the measured acceptance
ratios for different deployment options.

Comparing Table VII with Table X, we can see that the
background services are not affected by the lower price. This is
due to the fact that the prioritization mechanism in the network
scheduler is not directly affected by the service price. However,
we can observe that this new pricing strategy mainly affects the
object detection services, which have the second least price. On
the other hand, in terms of the lane detection services, we do
not observe any major drop even with the relatively low price.
This is because the prioritization mechanism we use relies on a
multitude of aspects apart from the service prices. With this new
pricing strategy, the video transcoding service gains a higher
acceptance rate, showing that the additional incentive produced
by the higher price is effective in decision making.

Fig. 9 visually presents the impact of pricing strategy on the
acceptance ratio of each service type, where the risk of unstable
pricing can be observed. More specifically, the different prices
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for services cause an approximately 10% decrease in object
detection services, while the other two services report a less
than 5% increase. This result demonstrates that, even though the
pricing strategy can affect the service-based acceptance rates, the
price should reflect the supply and demand aspects of a particular
service.

VI. DISCUSSION

In this section, we summarize the key characteristics of our
simulation platform and detail our future directions.

Functionality: The results in Section V demonstrate that
VFogSim provides the necessary functionality to model and test
various deployment options. Furthermore, the simulator output
provides both the perceived quality and the total cost to the
end-user, which allows us to conduct a deep analysis of the
technoeconomic implications of VFC.

Input Flexibility: VFogSim can use either synthetic data or
real-world measurements as inputs (cf., Fig. 2 and Table III).
This versatile input option enables testing of a large variety of use
cases, including real-world implementations and future potential
deployment options.

Prioritization: The prioritization mechanism developed in
this framework contains both intertenant and interservice dy-
namics. For a tenant to have a higher priority, e.g., premium
service, the Uth,m parameter needs to be greater than the other
tenants. The interservice prioritization can be active in the
network scheduling part, fog scheduling part, or both. The
prioritization in the network scheduler is done by changing
the R1, R2, R3, U1, U2, and U3 parameters. Being a max-rate
scheduler, the network scheduler gives higher priority to the
services with a higher gradient value. On the other hand, the fog
scheduler is designed to give a higher priority to the services with
lower remaining execution time or larger requested resources.
Note that this prioritization mechanism can easily be changed
by updating (4a).

Modularity: VFogSim is designed and developed in a mod-
ular structure to allow customization. It is possible to integrate
different schedulers, prioritization mechanisms, or pretrained AI
models (see in Section V). Since the task scheduler and network
scheduler are separated in our model, they can be customized
individually based on the user-defined scenario.

Extendability: VFogSim is extendable to respond to the
evolution of the network and edge computing technologies in
the intelligent transportation system. Although we performed
our analysis for 5G, it is possible to extend it for 6G and
beyond networks [37]. For example, we can change base station
characteristics by substituting the network configuration file
in WinProp and adjusting the traffic behavior by adding more
autonomous vehicles in SUMO [38]. Moreover, the simulator
can work with different resource schedulers.2 On the other hand,
it is also possible to replace the commercially available tool
(i.e., WinProp) with OMNeT++. In particular, VFogSim uses the
input of the vehicular traces and their respective achievable rates.
It is possible to use Veins (SUMO with OMNeT++) to generate

2Further details can be found from supplementary materials at https://
mobilecloud.aalto.fi/?page_id=1441

these instances and transfer these input metrics to VFogSim to
run the simulation, which will be supported in future versions.

Scalability: Despite the analysis being performed on a rela-
tively small network, VFogSim can accommodate more realistic
system scenarios with a larger set of client vehicles, VFNs, and
base stations. In particular, the designed framework is not built
upon a fixed number of users or base stations. From the input
perspective, the increased number of users would not affect
the application of the algorithm. Moreover, considering that the
scheduler is run per base station, the increased number of cells
would not affect the overall execution of the algorithm. On the
other hand, the time complexity of the overall simulator depends
on the used scheduling algorithms and the simulation scenario.
We demonstrated the increase in the time complexity with the
number of client vehicles in Section IV.

Limitations and Future Directions: The current version of
VFogSim supports 5G NR V2N. In the future, we will extend
VFogSim to support both 5G NR V2N and V2V modes. In
addition, in the current version, VFogSim generates SINR maps
from real-world measurements or using WinProp. In future
versions, such data could be provided by open-source simulators,
such as Veins with Simu5G [16], [25]. Besides, we deploy VFNs
as buses that have fixed routes and timetables. In the future, we
will consider other types of vehicles to carry VFNs, such as taxis
and passenger cars. Another limitation of the current platform
is that different blocks presented earlier in Fig. 2 communicate
in an offline manner; thus, the technoeconomic evaluation only
starts when capacity plans are provided. An online version is
needed in the future. For example, we can extract real-time
vehicular location from SUMO using Traffic Control Interface
[39] and adjust capacity plans while assessing technoeconomic
performance.

VII. CONCLUSION

This work presented VFogSim, a modular and customizable
simulation platform for testing and evaluating technoeconomic
implications of different VFC deployment options and use cases.
VFogSim supports the mobility of fog nodes and contains realis-
tic modeling of vehicle traffic, resource consumption, and wire-
less communications. We evaluated the accuracy and scalability
of our platform by comparing the network simulation results
with real-world measurements. Furthermore, we demonstrated
the use of VFogSim by using it for evaluating the technical
and financial feasibility of different VFC capacity plans for an
urban area. In practice, VFogSim can also be used for testing
customized resource and task allocation strategies and prioritiza-
tion mechanisms in diverse VFC environments and application
scenarios.
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