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We know that modern scientific research 
isn’t possible without software, from 
short, thrown-together temporary scripts  

and the abundance of complex spread-
sheets, through to the huge software enterprises 
behind international efforts such as the Large  
Hadron Collidor and the Square Kilometer 
Array. And it’s not just research based on 
simulations and computational methods. Data-
driven science (the so-called “fourth para-
digm”1) wouldn’t be possible without software 
to access and manipulate that data, and our 
ability to generate insights depends on soft-
ware platforms.

My personal experience suggests little dif-
ference between the size of the research com-
munity and the size of the “research software 
community.” Of 2,000 scientists Jo Hannay 
and colleagues surveyed online,2 91 percent 
said using scientific software is important for 
their own research, 84 percent said developing 
scientific software is important for their own 
research, 53.5 percent claimed to spend more 
time developing scientific software than they 
did 10 years ago, and 38 percent spend at least 
one fifth of their time developing software. 
Scientists aren’t just using software; they are 
its prime producers. Some disciplines, such as 
biology, have spawned sub-disciplines, such as 
bioinformatics, with their own journals, fund-
ing streams, and cultures.

If software is pervasive in research, why is 
its vital role so often overlooked by funders, 
universities, assessment committees, and even 
the research community itself — even though 
the majority of researchers wouldn’t be able 
to  conduct their work without it? Mission- 
critical software is expected to be developed 
and maintained for the long term by a (tempo-
rary) untrained postgraduate during his or her 
coffee breaks.

Better Training, Better Production, 
Better Software 
If your software is incorrect, so will be your sci-
ence.3 Mistakes in software happen to the best: 
Geoffrey Chang’s discovery of the bug in his 
software led to his retraction of three Science 
papers.4 We should admire him for his honest 
stance, and he’s a better scientist for it. Many 
others don’t even know they’re wrong, or if they 
do, keep quiet. We can improve software quality 
at two major points in the research life cycle: 
while it’s being produced and when its outcomes 
are subject to peer review.

Scientific software comes largely from two 
groups: highly trained software developers who 
work with research groups and are employed —  
typically — as postdoctoral researchers or research 
institute staff; and researchers self-taught in 
software development. Worryingly, in Hannay’s 
survey, only 47 percent of scientists had a good 
understanding of testing, and just 34 percent 
thought any formal training was important. This 
is strange because presumably they wouldn’t use 
and trust the results of a microscope or telescope 
that hadn’t been built by qualified engineers or 
tested. Yet software is the most prevalent of all 
the instruments used in modern science. 

Researcher training in software engineering 
practice isn’t simply transposing curricula from 
computer science (CS) departments. We shouldn’t 
aim to turn researchers into computer scientists 
or professional software developers, but should 
rather consider the particular context in which 
researchers work. Although CS often pays close 
attention to performance — especially in the high-
performance computing area — research develop-
ers, even employing high-performance computing 
platforms, rank maintainability and portability of 
the code above performance.5 Although developing 
new programming  languages and environments is 
a significant part of CS, research developers favor 
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Fortran and C as programming lan-
guages, and R and Python as scripting 
platforms.

Consequently, best practices must 
be carefully tailored to meet scien-
tists’ needs.6 Software Carpentry trains 
researchers in core software skills 
(www.software-carpentry.org). Started 
16 years ago by Greg Wilson, a soft-
ware engineer working with scientists, 
it has grown into an international 
network of instructors and contribu-
tors of course materials — all of them 
volunteers. Today’s trainees become 
tomorrow’s trainers. So far, Software 
Carpentry has helped more than 7,000 
researchers worldwide through in situ 
two-day bootcamps, during which 
participants learn how to automate 
tasks, use the command line, use version 
control, and acquire best programming 
practices with, for example, Python 
or R. They’re also introduced to soft-
ware testing techniques, with particular 
emphasis on unit testing. In 2013, Soft-
ware Carpentry became a part of Mozilla 
Science Lab (http://mozillascience.org).

Where software engineers are part 
of the team, training puts researchers 
in developers’ shoes (and vice versa). A 
common area of conflict is the trade-
off between specialist applications 
and generic solutions. Computing 
professionals tend toward investment 
in long-term sustainable codes that 
users can customize, that are widely 
adopted, and that usually take longer 
to develop. Researchers often tend 
toward fast-return codes that specifi-
cally address them, their problem, their 
data, and their analysis, so they can 
quickly get out a result (before the 
competition beats them out) — but a 
result that might not be reproducible or 
reusable by anyone else. Of course, this 
varies between disciplines. Both views 
have right on their side. This means 
that scientific software development 
practice must follow the “working 
to working, jam today and more jam 
tomorrow” incremental model, while 
remaining cognizant of  “technical 
debt” — that is, the work needed as 
a consequence of poor software 

design before a particular job can be 
completed. Unaddressed technical debt 
increases so-called “software entropy”: 
as a software system is modified, its 
disorder, or entropy, increases.7,8

Better Access, Better 
Review, Better Software
One of my favorite overlyhonest-
methods tweets (a hashtag for lab 
scientists) is Ian Holmes’s “You can 
download our code from the URL sup-
plied. Good luck downloading the only 
postdoc who can get it to run, though” 
(https://twitter.com/ianholmes/status/ 
288689712636493824). An increasing 
number of journals now demand that 
code as well as data be openly avail-
able for review and reproducibility.9 
Researchers shy away from sharing 
their source code for a raft of reasons, 
including having to document and 
support it: after all, most researchers 
plan on building software not for oth-
ers but for themselves, or people like 
them. Three further disincentives are 
 embarrassment, scrutiny, and scooping. 
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Just like kids in kindergarten, 
researchers can be cruel about 
another researcher’s code; authors are 
ashamed of their messy, poorly struc-
tured, and buggy software. Hence the 
open source semi-serious Community 
Research and Academic Programming 
License (CRAPL), which “absolves the 
authors of shame, embarrassment, 
and ridicule” (http://matt.might.net/
articles/crapl/). Open software leads 
to much better software by potentially 
providing a community of contribu-
tors who are happy to improve it or at 
least comment on it, creating a kind 
of code review process. GitHub has 
been intensively developing several 
features specifically for the scientific 
community to support effective code 
sharing (https://github.com/blog/1840-
improving-github-for-science).

In a system in which careers are 
based almost exclusively on publica-
tions, the fear that someone will find 
a serious bug in the released soft-
ware, and all published results will 
be invalidated, is a strong one. Ide-
alistically, sharing is caring; prevent-
ing research building on the top of 
incorrect results is good for the many 
(if not for the author). With the right 
kind of training emphasizing software 
testing, we should help mitigate situ-
ations in which scientific software is 
just plain wrong.

The fear that potential competi-
tors will pick up the released code 
and “get there first” with the scien-
tific results and a publication seems 
like a reasonable threat — but it could 
also be an urban legend. Wilson from 
Software Carpentry has set up an 
“Open Scoop Challenge,” offering a 
t-shirt to anyone who can provide 
a fairly detailed story of “someone 
ever publishing a result you were 
going to, by taking advantage of 
software or data that you made 
publicly available” (http://software- 
carpentry.org/blog/2014/02/open-
scoop-challenge.html). So far, no 
one has even submitted a story, let 
alone won a t-shirt.

Isolated development leads indi-
viduals to overestimate the ease with 
which others can use their software, 
the code’s transparency, and even the 
possibility of locating the right ver-
sion of the software (if it still exists). 
Setting aside issues of code portabil-
ity (hard) and proprietary software 
licenses (tricky), getting reviewers to 
peer review papers is tough enough, 
as any editor knows. Getting them to 
run the codes is challenging. Getting 
them to scrutinize the software as a 
true representation of the algorithm is 
a leap. So we put our faith in open 
source, trusted (proprietary) plat-
forms, and common libraries. Some 
have suggested introducing review 
teams of postdocs and postgrads as 
part of their accreditation, but little 
progress has been made, and this is 
unlikely to gain traction until we deal 
with the next point: recognition.

Better Recognition,  
Better Software
Anyone who works with software in 
academia will know that the level of 
recognition and reward for the soft-
ware and those who review or develop 
it isn’t proportional to its importance. 
The reward system is almost exclusively 
based on research publications. To get 
published, you must come up with some-
thing novel. Scientific software’s goal is 
often to support the advance of research 
rather than being the output of the 
research itself. Unless you’re in a partic-
ular area of CS or a sub-discipline such 
as bioinformatics, which has developed 
its own journals for reporting software, 
it’s hard to get the research software 
itself published. Moreover, many 
activities are software maintenance —  
new functionalities or endless bug 
fixing — and hardly publishable. So, 
researchers must focus on creating 
novel, disposable code rather than pro-
viding reliable software for future use, 
or somehow subsidize their software 
development time.

Sharing software provides little 
merit, even if it’s really useful for other 

researchers. You might well achieve 
fame within the specific research com-
munities who use your software. You’ll 
be rewarded with the gratitude of those 
who use your software to obtain results 
they publish in five-star journals, but 
this contribution is rarely rewarded by 
a university. The researchers you enable 
will progress with their careers, and 
you will be stuck with your amazing 
software that’s essentially open source 
(unless you wanted to commercialize 
it). This state of affairs creates an incen-
tive for not sharing your code, which is 
obviously detrimental to the research 
community and leads to wasted effort 
as researcher after researcher reinvents 
basically the same code that’s been 
developed and purposefully siloed at 
other organizations. Mozilla Science’s 
Code as a Research Object is a step 
toward getting credit for your code by 
archiving your GitHub code repository 
to figshare and receiving a citable DOI 
(http://mozillascience.github.io/code-
research-object/). F1000Research has a 
similar service. Now, you just have to 
get people to use your DOI and cite the 
code they use.

The lack of recognition for software 
also manifests as a lack of recognition for 
those who develop it within academia. 
Let’s turn to those highly trained soft-
ware developers who work with research 
groups. A group in the UK has been 
campaigning to recognize these research 
software engineers (RSEs) with some 
success (www.rse.ac.uk). Researchers  
who rely on RSEs are more than aware 
of the value of their work. Without career 
paths within a university or research 
institute, it can be hard for RSEs to 
progress their career or gain reward or 
recognition for anything they do. Enter-
prising researchers hammer the square 
shaped peg of an RSE into any available 
shaped hole in an institute’s employment 
guidelines; we can end up with software 
writers on a series of short-term con-
tracts being judged on the number of 
papers they don’t write. Unsurprisingly, 
retaining these talented professionals 
for progressing and sustaining research 
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becomes difficult. This leads to my final 
point: funding sustainability.

Better Funding, 
Better Software
Software sustainability and the funding 
of software infrastructure is a recognized 
struggle in a research-funding environ-
ment founded on short-term bursts of 
(peer-reviewed) funds that are difficult 
to plan around. Production software is 
dressed in new clothes to claim novelty, 
and research codes are claimed to be 
production-quality to get service funds. 
We must regularly remind government, 
funding agencies, and investigators 
that investments in flashy machines 
aren’t useful if we can’t fund the means 
for porting software to them, and that 
data-generating instruments need soft-
ware that can analyze their outputs. We 
must continually impress on funding 
bodies that software used as a platform 
to deliver services with a life beyond 
one reporting period or one project is 
a capital asset. Skilled engineers create 
something to fulfill scientists’ long-term 
needs. The fact that software lacks the 
physical presence of a building or box 
doesn’t make it any less “concrete.”

We’re making progress. The EU 
has funded European-wide research 
infrastructures for disciplines (for 
instance, ELIXIR for biology) and 
across disciplines (the European Grid 
Infrastructure) with emphasis on soft-
ware sustainability, as well as prom-
ising centers of excellence in scientific 
software in its new Horizon 2020 pro-
gram (http://ec.europa.eu/programmes/ 
horizon2020/). The US has long- 
running software investments in 
infrastructure (IPlant Collaborative,  
DataONE). The NSF-funded Software  
Institutes for Sustained Innovation (S12)  
program has funded groups to work on 
specific codes and, more widely, to sup-
port particular disciplines such as water 
sciences, earth sciences, and computa-
tional chemistry, as well as cross-cutting  
concerns such as cybersecurity and 
trust, and science gateways. The Sloan 
Foundation supports international 

initiatives such as Software Carpentry,  
rOpenSci (for R), and ImpactStory 
(which provides alternative metrics of 
impact that include software produc-
tion). And just recently, Phil Bourne, 
NIH’s Associate Director for Data Sci-
ence, has been proposing a “Science 
Commons” that emphasizes data, soft-
ware, sustainability, and reproducibility. 

In the UK, some funding councils 
have special calls for sustaining com-
munity-recognized codes, and the UK’s 
House of Lords recently recognized that

Scientific software (e.g. meteorological and 
climate models, computational chemistry 
codes) is required to run on many genera-
tions of hardware. Software is the infra-
structure and hardware the consumable.10

This point is fundamental: used 
code is long-lived code, and long-lived 
code decays. The need to continually 
nurture software won’t surprise this 
magazine’s readers. Open source can be 
beneficial, with “many hands helping,” 
but as Scott McNealy of Sun Microsys-
tems pointed out in 2005, “open source 
is free like a puppy is free.” That is, it 
isn’t. Someone has to look after it, and 
that someone needs paying. We have to 
educate grant holders that using open 
source software without thinking to 
support it isn’t playing the game. 

Of course, not all software can or 
should be sustained. We need new and 
fresh software, otherwise we will stag-
nate. However, the critical mass of 
expertise and development effort needed 
requires a user community to consoli-
date on key codes. Clustering around 
these requires international cooperation, 
national funders to support software 
developed elsewhere, and that grant 
investigators be able to reuse third-party 
codes — rather than reinvent their own — 
without prejudicing their proposals.

Better Software, 
Better Science
Although the problems that affect 
research software seem insurmount-
able at the moment, groups across the 

world are working to improve the sta-
tus — and the use — of software in 
academia. An excellent example is 
the Software Sustainability Institute 
(www.software.ac.uk), which rep-
resents an innovative step from the 
UK’s Engineering and Physical Sci-
ences Research Council. The institute 
(I am an investigator) was founded in 
2010 to “cultivate world class research 
with software.”11 It works across dis-
ciplines to develop exemplar research 
software in partnership with research-
ers, provide training to researchers 
both in person and online, foster rela-
tionships between researchers and 
software developers, and lobby poli-
cymakers to change software prac-
tices in research.

How can we increase the pace of 
change? Here are five things you 

can do: First, lobby your university to 
set up a group of RSEs whose time can 
be requisitioned by researchers within 
the institute. Not only will the RSEs 
receive recognition and reward for this 
service, they will also be retained on 
permanent contracts to ensure a con-
tinuity of service and retention of the 
best RSEs in exactly the same way that 
all other critical services are provided. 
Second, every doctoral school and PhD 
training program, regardless of the dis-
cipline, should incorporate basic soft-
ware development training, based on 
courses such as those from Software 
Carpentry; in fact, volunteer to help 
this initiative. Third, lobby funding 
organizations, including the universi-
ties themselves, to implement policies 
to ensure that software is sustained 
if it has achieved a sufficient level of 
impact within the research community. 
Fourth, make your publicly funded 
software open source, and ensure that 
its benefit is made available to the wid-
est possible community. Fifth, use oth-
ers’ software for your research and give 
them credit (did you use their code DOI 
in your paper?) and support (did you 
offer to contribute to its development?). 
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We must get software recognized as 
the first-class experimental scientific 
instrument that it is and get “better 
software for better research.” 
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