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The article discusses emerging non-von Neumann computer architectures and their
integration in the computing continuum for supporting modern distributed applications,
including artificial intelligence, big data, and scientific computing. It provides a detailed
summary of available and emerging non-von Neumann architectures, which range from
power-efficient single-board accelerators to quantum and neuromorphic computers.
Furthermore, it explores their potential benefits for revolutionizing data processing
and analysis in various societal, science, and industry fields. The article provides a
detailed analysis of the most widely used class of distributed applications and
discusses the difficulties in their execution over the computing continuum,
including communication, interoperability, orchestration, and sustainability issues.

Computing technologieshaveprofoundly impacted
society, fundamentally transforming how people
communicate and interact with their environ-

ment. With the rise of the Internet of Things and the
continuous evolution of modern communication tech-
nologies, digital integration has become an essential
aspect of our lives. Despite these advancements, the
fundamental principles of computer architecture have
not changed since the introduction of John von

Neumann’s stored-program concept for the Institute for
Advanced Studymachine in 1952.

Therefore, the traditional computing architectures
based primarily on the stored-program concept are col-
loquially referred to as von Neumann architectures. In
von Neumann architectures, programs and data are
stored in a single operating memory and treated as the
same unit. When introduced, this novel idea allowed
for simple hardware abstraction, making computer pro-
gramming flexible and straightforward. However, physi-
cal separation of the processing units from memory
through limited shared communication buses leads to
increased communication latency and reduced through-
put. The single communication bus between the process-
ing unit and the shared instructions and data memory
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causes the so-called memory wall problem, which limits
processing efficiency. The memory wall appears due to
the limited data transfer capacity and low transfer scal-
ability between the processing unit and memory. As the
communication bus can only access either the shared
data or instruction memory at each point in time, for
most of the application classes the data transfer rate is
inherently lower than the rate at which the processing
units work. Therefore, the processing units constantly
wait for the data to be read or stored in thememory.

To mitigate this problem, most modern computers
differ to some degree from von Neumann architectures
by separating the data and instruction memory and
introducing parallel data processing concepts, such as
instruction pipelining and separate cache for data and
instructions. Therefore, today’s most common com-
puter architectures are not strictly based on the von
Neumann model; they provide the illusion of using a
von Neumann programmer’s model implemented over
a separate execution pipeline and a modified memory
management system.

As modern applications increasingly rely on data-
intensive artificial intelligence (AI) algorithms, the limi-
tations of traditional von Neumann architectures have
become a critical barrier to further improvements in
computational time, memory performance, and energy
efficiency. Specifically, these AI algorithms require a
large amount of fast memory, aggravating the memory
wall bottleneck further. To illustrate this issue, consider
the rapid evolution of the Generative Pre-trained Trans-
former (GPT) model. In just four years, the state-of-the-
art GPT-2 model with 1.5 billion parameters has evolved
to more than 175 billion parameters for GPT-3, and
in March 2023, to more than 100 trillion parameters
for GPT-4.1 This highlights the urgent need for new
computing architectures that support modern AI appli-
cations’ demands regarding memory, low-latency com-
putation, and sustainable execution.

To address the issues of memory, high latency, and
energy usage, many novel computing architectures
beyond the traditional von Neumann model have been
proposed in recent years. These new architectures,
known as non-von Neumann architectures, range from
power-efficient single-board AI accelerators to quantum
and neuromorphic computers. These novel architectures
have great potential for revolutionizing how we process
and analyze data, leading to significant advancements in
health care, transportation, and entertainment.

Despite their potential benefits, it is difficult to inte-
grate non-von Neumann architectures with the concur-
rent, well-established distributed computing paradigms,
including cloud and edge computing and their amalgam-
ation in the computing continuum.2 Their integration in

the computing continuum remains challenging due to
significant architectural heterogeneity, data representa-
tion, communication, and instructions execution.

Therefore, in this work, we provide 1) a summary of
the modern non-von Neumann architectures, 2) a clas-
sification of the most established application classes
and their suitability for deployment on non-von Neu-
mann architectures, and 3) a discussion of the main
research directions toward overcoming the limiting
factors for integrating non-von Neumann architectures
in the computing continuum.

SUMMARY OF NON-VON
NEUMANN ARCHITECTURES

This section describes a detailed summary of non-von
Neumann architectures based on their architectural
specifics. The differences among the presented archi-
tectures are summarized in Table 1, considering the
computational models, processing paradigms, data rep-
resentation and precision, and scalability.

We first define non-von Neumann architecture as
computer architecture that differs from traditional von
Neumann, which relies on a single shared memory for
instructions and data. In non-von Neumann architec-
tures, the memory model is usually distributed, divided
into hierarchies, or even implements shared memory
and processing components.

Classical Non-Von Neumann
Architectures
Classical non-von Neumann architectures encompass
various digital computers that rely on binary data
representation. These architectures provide a simple
programming and memory model that mimics the clas-
sical von Neumann shared memory abstraction. It is
important to note that the following architectures can
be implemented both as von Neumann and non-von
Neumann, however, in the following, we refer to non-
von Neumann implementations. We can generally
categorize these architectures based on their field of
application, namely, 1) general purpose and 2) applica-
tion specific.

The most common architectures are general pur-
pose, which are the core of various daily used comput-
ing devices. We can, therefore, highlight the following
architectures, classified by the Instruction Set Archi-
tecture (ISA) and their memory organizations:

RISC-V is a load-store ISA and core architecture
provided under open source licenses. It can be
implemented as either von Neumann or modi-
fied Harvard architectural3 style, using separate
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level 1 (L1) caches for instructions and data.
Therefore, multiple companies offer variations
of RISC-V hardware together with open source
operating systems, and the instruction set is sup-
ported in several popular software toolchains.
ARM is one of the most popular intellectual
property core architectures, based on the ARM
load-store ISA. It is most commonly used for
energy-efficient mobile computing devices, with
more than 100 billion systems produced over the
last five years.4 Recently, version 8 of the ARM
ISA was introduced, the first to be implemented
as a non-von Neumann. It introduced the concept
of separate instruction and data memory follow-
ing the Harvard architectural style. The L1 cache
is divided into instructions and data and supports
larger level 2 (L2) and level 3 (L3) caches with a
memory controller on the processor die.
SPARC64 is a load-store microprocessor architec-
ture introduced by Sun Microsystems.5 Sparc
follows the reduced Sparc V9 ISA. The latest
SPARC64 XII processor architecture introduces a
complex intercore communication network with
superscalar implementation.
x86 is the most widely used load-store ISA for
personal computers. Although the initial ISA and
corresponding implementations were entirely based
on the von Neumann style (for example, the x86-16
variant), the recent implementations, starting even
from the x86-32 variant, differ significantly and

utilize a modified Harvard architecture. With its
last extension, such as the x86-64, the architec-
ture supports the level 0 (L0) operations cache.
POWER is a RISC-based ISA developed by IBM.
It has been widely used for designing superscalar
multithreading processors for supercomputers
and servers.6 The latest POWER architecture iter-
ation, POWER10, is an open source ISA and introdu-
ces asymmetrical instruction and data L1 caches.

In the last decade, many specialized non-von Neu-
mann architectures have been introduced. Usually,
these architectures are optimized for specific classes
of applications, including machine learning (ML), video
encoding, and real-time rendering. The architectures
are combined as accelerators with classical von Neu-
mann and non-von Neumann systems.

AI accelerators, such as tensor processing units
(TPUs), are domain-specific computer architec-
tures designed to train deep neural networks with
lower precision.7 AI accelerators are usually mod-
ular and utilize a systolic array to interconnect
multiple devices in complex 3-D topologies. In the
case of TPUs, they include large 28–144-MB regis-
ter files, specialized scratchpad memory, and a
hierarchical set of cache memory.
Stream multiprocessor architectures are imple-
mented for general-purpose graphics process-
ors. Although originally designed for processing

TABLE 1. Qualitative differences between classical von Neumann and nonclassical non-von Neumann architectures.

Architecture
Computational

model Processing paradigm
Representation and

precision Scalability

Von Neumann Based on stored-
program computer
design

Sequential
processing

Digital
representation, high
precision

Memory and
processing
bottlenecks

Classical non-von
Neumann

Split memory Parallel/concurrent
processing

Digital
representation, high
precision

Memory and
processing
bottlenecks

Neuromorphic
computing

Emulates biological
neural networks

Highly parallel and
event driven

Analog
representation, lower
precision

Networks with more
than 100 million
neurons

Quantum computing Exploits principles of
quantum mechanics

Quantum parallelism
and entanglement

Quantum states,
high precision (with
errors and noise)

Dependent on the
number of qubits
(more than 1000 as
of 2023)

Digital annealer Exploits simulated
annealing principles

Highly parallelized
exploration of
solution space

Binary
representation,
finite-adjustable
precision

Scalable to large
optimization
problems (maximum
problem scale of
100,000 bits)
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graphics, as their name implies, today, they are
implemented almost as general purpose.8 These
architectures rely on the single instruction, multi-
ple threads approach, which allows for limiting
instruction-fetching overhead. The most common
architectures using this paradigm are Nvidia
Ampere and AMD RDNA3. These architectures
use specific caches, usually three levels (from L1
to L3), per streaming multiprocessor (Ampere) or
compute unit (RDNA2) to overcome the memory
wall and limited processing performance.

Barriers to Integration in the
Computing Continuum
Currently, von Neumann and classical non-von Neumann
architectures represent the backbone of the comput-
ing continuum. This is due to their significant prolifera-
tion in the market, high availability, simple memory and
programming models, and low purchasing price. How-
ever, due to their different architectures, network tech-
nologies and protocols, and various operating systems,
there are still multiple barriers to their integration,
including interoperability issues, application orchestra-
tion difficulties, and performance prediction instability,
which we discuss further in the “Future Research
Directions for Adopting Non-Von Neumann Architec-
tures in the Computing Continuum” section.

Nonclassical Non-Von Neumann
Architectures
Several factors limit classical computing architectures.
These factors include power limitations, memory
bandwidth, high heat dissipation, and nonsustainable
manufacturing processes. Due to these limitations,
academia and industry recently introduced numerous
novel architectures based on technologies other than
traditional semiconductors. These novel architectures
explore significantly different approaches, such as using
analog data representation or even concepts from quan-
tummechanics, to encode and process information.

Neuromorphic computing9 refers to architec-
tures that imitate human neurobiological pro-
cesses through massively parallelized electronic
circuits. Neuromorphic hardware is not based
on the von Neumann memory model. Instead, it
comprises neurons and synapses responsible for
both processing and memory. Input neurons are
charged with incoming analog inputs (spikes)
and eventually fire further spikes through the
outgoing synapses, which in turn charge other
neurons. The timing and strength of the spikes

can be modulated via synaptic weights. Neuro-
morphic computing facilitates massively parallel
event-driven processing as each neuron and syn-
apse is independent, and spikes are asynchro-
nous. Moreover, due to its event-driven design, a
part of the hardware is inactive when the corre-
sponding input signal is inactive. Considering
sparse analog signals, this results in immense
energy savings.
Quantum computer architectures represent a
novel approach to computing that utilizes phe-
nomena from quantum mechanics, such as
superposition and entanglement, to encode,
store, and process information.10 Therefore, the
memory model in quantum computers is also
represented using different quantum states.
Furthermore, unlike classical binary states, quan-
tum computers use qubits that can exist simulta-
neously in 0 and 1 states, enabling quantum
computers to perform certain computations
exponentially faster than classical computers.

One of the most widely used ISAs is the Quil archi-
tecture, which first introduced a shared quantum and
von Neumann memory model. Quil utilizes an abstract
quantum machine, which is similar to the classical
Turing machine, but allows for practically solving real-
world tasks. The Quil architecture provides a high-level
programming language for quantum computing that
allows for the description of quantum circuits and the
integration of classical computing instructions.

A digital annealer is a computing architecture
inspired by quantum concepts such as super-
position and entanglement.11 Although the digi-
tal annealer is implemented using classical
computing technologies, it uses a logical-level
representation of information similar to that of
quantum computers. The architecture can per-
form parallel, real-time combinatorial optimiza-
tion calculations with much higher precision
and scale than the classical non-von Neumann
architectures. Although the digital annealer is
not a quantum computer, it shares some of the
advantages of quantum computing, such as
the ability to evaluate many potential options
simultaneously. Related to the memory model,
the specificity of digital annealers is that their
memory is nonvolatile. It is organized as a
matrix for the input data storage, and an array
representation is used to store the output, thus
efficiently supporting combinatorial problems.
Fujitsu is currently the only commercial provider
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of digital annealer technology integrated within
the DAU series computers.

Barriers to Integration in the
Computing Continuum
Most of the nonclassical non-von Neumann architec-
tures are still in the experimental or early industry-
adaptation stage, which can lead to interoperability
issues and the impossibility of porting or even adapting
source codes between them. From a programmer’s
point of view, they all rely on different programming
concepts, processing, and memory models, which
require additional overhead. Moreover, they still lack
mature-enough networking and resource-sharing pos-
sibilities, which are discussed in the “Future Research
Directions for Adopting Non-Von Neumann Architec-
tures in the Computing Continuum” section.

SUMMARY OF MODERN
APPLICATION CLASSES

The non-von Neumann architecture in the computing
continuum provides a suitable foundation, particularly
for handling the computational requirements of data-
intensive tasks, enabling efficient and effective execu-
tion of data-driven applications. The following sections
explore the three most widespread classes of modern
data-driven applications. They discuss their relation-
ship to non-von Neumann architectures in terms of
computational performance and fields of application.
We also summarize the relationship between the appli-
cation classes and their characteristic requirements,
with classical non-von Neumann architectures listed in
Table 2 and nonclassical non-von Neumann architec-
tures listed in Table 3.

ML
In ML, models are trained to recognize features of
input data, e.g., image classification and object recog-
nition. They have been a key application for specialized
architectures, such as stream multiprocessors, for
years due to their increased processing power over
general-purpose processing units.12 To increase the
processing speed of ML applications on stream pro-
cessors, general 32- and 64-bit floating-point process-
ing units are swapped for lower-precision 16- and 8-bit
units, such as TPUs. These compute optimizations
have shifted the performance bottleneck further to the
data path, a traditional problem for von Neumann
architectures. More radical non-von Neumann archi-
tectures, such as neuromorphic computing and quan-
tum computing,9 can revolutionize the way we process
and store information for ML. The former class of

architectures can process artificial neural networks
highly efficiently. Notably, deep learning in the form of
spiking neural networks13 is particularly suitable for
neuromorphic hardware. The latter class, i.e., quantum
computing, can also offer significant speedup thanks
to quantum parallelism.14

Scientific Computing
Scientific computing is applied in various domains,
including linear algebra, molecular dynamics, material
sciences, and drug design. Emerging non-von Neumann
architectures can accelerate such scientific applica-
tions with high-end computational and performance
requirements. Sparc and RISC-V processors can enable
optimizing data movement and computation, minimize
latency, and maximize throughput for complex numeri-
cal simulations. Similarly, TPUs can be used in scientific
applications to accelerate matrix operations in deep
learning and train large neural networks.

Nonclassical quantum-based non-von Neumann
architectures are also useful in scientific applications,
thanks to the proven theoretical speedup for different
scientific problems and the native modeling of many
scientific phenomena in quantum programs.15 Quan-
tum techniques such as quantum matrix inversion16

can be used to solve linear systems of equations and
perform linear algebra operations much faster than
classical computers. Quantum computing has also
shown its potential utility in the form of an accelerator
and for modeling complex processes in molecular
dynamics and material science. Examples include
accelerating eigenvalue and Euclidean distance matri-
ces calculations in target molecular dynamic work-
flows, modeling of quantum properties of microscopic
particles, molecular simulation, and speeding up the
discovery process in drug design.17

Big Data Analytics
Big data analytics involves collecting, storing, process-
ing, and analyzing large volumes of data to extract
valuable insights, identify patterns, and make data-
driven decisions in various industries.

Big data applications can benefit from using non-
von Neumann architectures for accelerated data ana-
lytics. Recently, novel concepts have been proposed
for supporting big data analytics for robotic systems
that utilize neuromorphic processors to support the
decision-making process of robots while performing
data-heavy analysis in the cloud. In general, neuromor-
phic computing is being explored to enhance big
data analysis for time-sensitive operations, particularly
in medicine and industry. Specifically, analog-based
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analytics significantly reduces the computation com-
plexity of big data applications by reducing algorithms’
space and time dimensions. Furthermore, streaming
multiprocessors and general-purpose graphical units
have been widely used since the beginning of the
21st century, especially in high-performance computing
centers, to enable fast analysis of big data streams.18 In
addition, classical and specialized architectures, such
as Sparc, TPUs, and other application-specific matrix-
based programmable logic, have been used to support
big data analytics by optimizing hardware concerning
the specifics of the input data streams.19

FUTURE RESEARCH DIRECTIONS
FOR ADOPTING NON-VON
NEUMANN ARCHITECTURES IN
THE COMPUTING CONTINUUM

The following section discusses the barriers to adopting
non-von Neumann architectures and possible future
research directions.

Device Heterogeneity
The heterogeneity of non-von Neumann architectures
hinders their transparent integration in the computing
continuum. As described in the “Summary of Non-Von
Neumann Architectures” section, due to the specific
implementation of the most common non-von Neu-
mann architectures, computational performance is
highly affected by the exact technical implementation
and the nature of the utilized algorithms. For example,
neuromorphic is well suited for a class ofML applications,
however, classical non-von Neumann architectures, such

as general-purpose ARM and x86, can support a much
larger set of applications, albeit with lower com-
putational performance. Therefore, managing complex
distributed applications over computing continuum
infrastructures containing various non-von Neumann
computing nodes requires rewriting the source code
and a compilation for the set of suitable architectures.
In practice, this could be difficult to achieve for a vast
set of applications. Therefore, it is relevant to explore
novel approaches to research for analyzing the similar-
ities among the architectures in the computing contin-
uum based on the programming and data models.

Communication and Data Movement
The unprecedented and sudden improvement in com-
putational power at the network’s edge due to the
integration of non-von Neumann architectures might
require a significant data transfer among the different
systems. This can result in high latency and data
transfer costs, particularly for real-time applications.
Consequently, application providers might prefer task
partitioning and utilization of both cloud and edge
deployments to mitigate these issues. Furthermore,
non-von Neumann architectures require adaptive com-
munication protocols that can accommodate drasti-
cally different systems. This is particularly true for
architectures capable of processing analog or mixed
signals internally, including neuromorphic and quan-
tum computers. The currently available protocols are
static and use limited rules to enable communication.
They are inefficient or even incapable of data transmis-
sions in the form of spikes or qubits. The fragility of

TABLE 3. Summary of the identified application classes and their suitability for efficiently exploiting the available
nonclassical non-von Neumann architectures in the computing continuum.

Architecturefi
Application class# Quantum/hybrid Digital annealer Neuromorphic

ML X X X

Vectorization Qubits DAU SNN

High parallelism Superposition Array of qubits Spike based

Quantization — — —

Scientific computing X — —

Floating-point performance Quantum parallelism — —

Mixed-precision computing — — —

Big data analytics — — X

Data-parallel operations — — SNN based

In-memory computing — — Memory-compute coupling

Data locality — — Localized memory access
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such data, especially quantum information that envi-
ronmental factors can easily disrupt, would also limit
the communication range, at least in early implementa-
tions. Therefore, exploring novel adaptive protocols
that utilize AI approaches to accommodate highly het-
erogeneous systems is an essential research track.

Interoperability
With von Neumann and non-von Neumann architec-
tures offering highly variable performance for different
application classes, different applications can be bet-
ter optimized for a specific architecture, reducing the
need for strict interoperability between architectures.
However, with the variety in modern architectures
increasing, application developers might still want to
support multiple architectures in case users cannot
access specific sparsely available resources. For exam-
ple, although quantum computing supports ML very
efficiently, the current scarcity of quantum computing
machinery might push the application developers to
support an x86 source to ensure that the application
can be executed when no quantum computer is avail-
able, or the waiting times are long. Moreover, the opti-
mal target architecture might differ depending on
conditions; for example, with ML, deployment on a
general-purpose ISA (ARM, x86, Sparc, or RISC-V) might
be preferable to stream processors (RDNA and Ampere)
because of their significant memory capacity, even
though the computing capacity is generally superior
for the given type of applications.

Furthermore, when fitting the computing contin-
uum with various architectures, these devices need to
be managed by shared software components such as
resource managers and operating services, adding a
need for interoperability. This shared management
requires applications, their data, and possible isolation
mechanisms (containers and virtual machines) to be
uniform to allow management services to operate
each application’s lifecycle similarly, independent of
the target architecture. The alternative would be to
deploy management software for each specific archi-
tecture. However, this would remove any opportunity
for interoperability, which is especially important for
workloads consisting of multiple services deployed
across multiple architectures.

Application Orchestration and
Systems Adaptation
Applications scheduling and orchestration across the
computing continuum is a process that requires identi-
fying proper resources and considering the require-
ments of each application in terms of computational

performance, available memory, and network band-
width, among others. Many of the non-von Neumann
computers have fundamentally different computa-
tional models, memory structures, and communication
patterns. This results in challenges in developing effi-
cient and effective scheduling algorithms to handle
these systems’ constraints and limitations. For instance,
in a neuromorphic computer, data processing occurs
massively parallel, with many neurons simultaneously
computing on a large dataset. This makes it difficult to
schedule tasks and allocate resources as there is no
clear separation between computation and communica-
tion. In quantum computers, the scheduling problem is
exacerbated by the probabilistic nature of quantum
states and quantum gates, which requires careful con-
sideration of the order and timing of operations to
ensure that the computation is correct.

Furthermore, reliance of the orchestration approaches
on real-time monitoring data aggravates the problem
further. There is a multitude of monitoring platforms
available, however, none supports the monitoring of
quantum or neuromorphic computers. Additionally,
defining unified monitoring metrics can be difficult.10

For example, it is challenging to cross quantify the
resource utilization rate for TPU devices, ARM devices,
or digital annealers.

Related to monitoring, it is also essential to discuss
how the computing continuum infrastructure can be
adapted if the application’s performance is insufficient.
Multiple approaches for adaptation, such as the free
energy principle and Markov blanket approach,20 can
be used to adapt the system based on monitoring
data.

In conclusion, scheduling applications on non-von
Neumann computers is a challenging task that requires
specialized algorithms and monitoring approaches that
can handle the unique characteristics of these systems.
As these emerging computing paradigms becomemore
prevalent, developing new scheduling techniques to uti-
lize available resources effectively is essential.

Performance Predictability
The performance prediction of a system implemented
on top of a non-von Neumann architecture requires
understanding which phases can be executed in paral-
lel and which can be executed serially This is a neces-
sary step in performance prediction because of the
heterogeneous nature of deployments.

Whether a phase that must be executed serially on
a given architecture has components that might be
parallelizable when deployed on different architectures
depends on the nature of the algorithm within the
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phase. When such possibilities have been identified,
we wish to predict the performance of the sequential
baseline and the various options for parallelization and
deployment.

Consider a computation that can be decomposed
into a set of serial phases. On a Gantt chart, each phase
corresponds to a horizontal bar whose length repre-
sents the anticipated phase duration. If the phases
must be executed one after the other, the Gantt chart
will look like a staircase descending from left to right
with steps of unequal lengths. We can visualize the per-
formance benefits of different non-von Neumann archi-
tectures by looking at bars with reduced lengths. The
benefits of decomposition into parallel phases are visu-
alized by looking at how overlaps reduce the length of
the span time from the leftmost endpoint to the right-
most endpoint.

The execution times could be calculated via mathe-
matical models or obtained by running benchmarks of
calculations on platforms with different architectures.
This is especially desirable when the characteristics of
the program or the platform make it difficult to build
an analytic model of how the phase will behave. Predic-
tionsmight be aided by using a library of benchmark pro-
grams compiled differently for different target platforms.

Sustainability
High power usage in computing caused by the von
Neumann bottleneck is a significant sustainability
issue, especially when accessing memory through low-
bandwidth buses. Therefore, it is crucial to enhance
energy efficiency in computing to ensure sustainability.
Using specialized memory in non-von Neumann archi-
tectures eliminates the need for data transfer between
memory and processing units. Their design to perform
tasks in parallel reduces the time needed to complete
tasks, thereby reducing energy consumption.

However, implementing non-von Neumann archi-
tectures in the computing continuum faces challenges,
particularly at the edge layer, where devices have
restricted compute electrical power and limited battery
capacity compared to devices in the cloud. Even with
non-von Neumann architectures, there are still techni-
cal challenges due to the heterogeneity of nodes in the
continuum layers. For example, neuromorphic com-
puters are very power efficient, however, due to their
size and production cost, they cannot be distributed in
large quantities at the network’s edge. Therefore, other
architectures with lower power requirements could be
more suitable as a compromise, such as ARM or TPUs.

Despite these challenges, non-von Neumann archi-
tectures offer promising solutions for sustainable and

energy-efficient nodes, especially at the edge layer.
However, to make them feasible for devices in the con-
tinuum, there are various aspects to consider, such as
integrating and implementing these architectures into
complex continuum systems, optimizing their energy
consumption, and addressing the technical issues
associated with the heterogeneity of nodes. By over-
coming these challenges, non-von Neumann architec-
tures could significantly contribute to future computing
sustainability.

CONCLUSION
This article provided a detailed summary of available
and emerging non-von Neumann architectures and
their specific characteristics regarding memory and
computational management. We formulated the most
commonly used application classes, exploring their
particular characteristics and current efforts to exe-
cute them on non-von Neumann architectures. In
addition, we discussed the current barriers to adopting
the computing non-von Neumann architectures and
explored new research tracks in terms of architecture
heterogeneity, communication, interoperability, orches-
tration, performance prediction, and sustainability.
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