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Abstract—Perceptual aliasing challenges reinforcement learn-
ing agents. They struggle to learn stable policies by failing to
identify and disambiguate perceptually identical states in the
environment that require different actions to reach a goal. As the
agent often has only a local frame of reference, it cannot repre-
sent the global environment. Frame-of-reference-based learning
is a feature of vertebrate intelligence that allows multiple simul-
taneous representations of an environment at different levels of
abstraction. This enables the resolution of patterns that are made
up of patterns that are made up of features. The evolutionary
computation technique of learning classifier systems has shown
promise in learning nested patterns in single-step domains. This
work uses the frame-of-reference concept within a learning clas-
sifier system to learn stable policies in non-Markov multistep
domains. Considering aliased states at a constituent level enables
the system to place them appropriately in holistic-level policies.
Instead of enumerating a huge search space, evolution computa-
tion empowers the novel system to evolve fitter rules and policies.
The experimental results show that the novel system effectively
solves complex aliasing patterns in non-Markov environments
that have been challenging to artificial agents. For example, the
novel system utilizes only 6.5, 3.71, and 3.22 steps to resolve
Maze10, Littman57, and Woods102, respectively.

Index Terms—Building blocks, cognitive neuroscience, frame of
reference, learning classifier systems (LCSs), non-Markov mazes,
perceptual aliasing.

I. INTRODUCTION

PERCEPTUAL aliasing is a long-standing problem for arti-
ficial agents in applying reinforcement learning (RL) to

many multistep tasks [1]–[7]. Here, the agent is assumed to
perceive its local environment without access to the global
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worldview, which it can only construct through interaction
with the environment. Aliasing occurs when the agent’s
internal representation confounds the external world states, i.e.,
when the agent’s current perception is unable to discriminate
environmental states, which appear identical but require dif-
ferent actions [1]. In such a scenario, the reinforcement for
the environment instructs the agent to take a specific action
in a given state. Unfortunately, when the agent encounters
an aliased state, it persists in taking the same action again,
which will now be reinforced differently. This inconsistency
prevents the learning of stable policies, especially for multistep
tasks [8]. Perceptual aliasing, therefore, diminishes the effec-
tiveness of RL [2] and hinders its application to real-world
problems [6].

RL agents can handle simple environments that do not have
aliased states, e.g., Markov environments; however, they strug-
gle in environments that have aliased states, e.g., non-Markov
environments. A sample non-Markov maze environment is
shown in Fig. 1. The states A and B are two aliased states. In
these states, the agent’s immediate sensation provides the same
input signal, i.e., 00100010. But the agent needs to take differ-
ent actions to optimally reach the goal state (see Section S-II
in the supplementary material). Perceptual aliasing leads to
non-Markov environments. A large number of approaches
have been investigated to handle these perceptual aliasing
problems [1], [3]–[5], [7], [9]–[20]. These techniques can
solve simple non-Markov environments but cannot optimally
resolve the majority of complex non-Markov environments.
The limitations of these alternative techniques are presented
in Section II-A.

One factor that may have hampered learning in non-
Markov environments is the reliance on only a local frame-
of-reference (FoR)-based on an agent’s immediate perception
(local viewpoint (LV)). Hence, the agent cannot apprehend
the environment at the higher (big-picture) level of abstrac-
tion, which would allow it to uniquely identify aliased states.
Consequently, aliased steps in a policy1 are stored with the
same weight as nonaliased steps. An aliased state is a small
pattern that gets repeated in an environment, which makes it
difficult to identify where it occurs locally.

These patterns can be combined with other patterns (aliased
or not) to form higher level patterns and so forth. Eventually,

1A policy, like a route, can be considered as a large pattern prescribing
transitions from a starting state to the goal state, (see Section III-B).
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Fig. 1. Sample non-Markov maze with two aliased states.

each pattern, either in itself or as part of a higher level pattern,
is unique. Thus, non-Markov environments entail patterns that
may form hierarchical patterns, such as multiple aliased states
at different positions in the environment. These aliased states
can be identified uniquely (i.e., turned to nonaliased states) by
considering the environment at different levels of abstraction.
Conventional RL systems struggle to capture such complex
structures.

Another problem faced by an artificial agent in multistep
environments is the huge search space to discover good poli-
cies. There are many building blocks of knowledge (BBKs)
that could be used to provide LVs. It is not feasible to enu-
merate them all. Therefore, evolutionary computation (EC) is
needed to find the best BBKs that provide the fittest rules.
These learned BBKs also need to be placed appropriately
in holistic-level policies. A large number of policies can be
created due to the possibility of nonoptimum, e.g., cyclical,
routes. Again, enumerating such a search space is not feasi-
ble: EC is needed to find the best policies (combinations of
BBKs) without doing an enumerated search.

A hypothesized solution is to develop an EC-based learning
system inspired by the biological FoRs. In biological intel-
ligence, a FoR is used to represent an environment from a
specific viewpoint, e.g., LV (from the agent’s perspective) or
world viewpoint (WV) (a “birds-eye” view of the complete
map) [21], [22] (see Section II-B). FoRs enable vertebrate (and
many invertebrate) brains to process the same information at
multiple levels of abstraction [23], [24]. Moreover, FoRs are
utilized to generate a grid map of the environment [25]. This
grid map is utilized by the brain’s coordinate mechanism for
spatial navigation. An artificial agent localizes itself by utiliz-
ing a local FoR. If it fails to uniquely identify its state (i.e.,
it is in an aliased state), it will utilize a higher level FoR.
The agent will keep expanding to its FoRs until it disam-
biguates the aliased states. This nonaliased representation is
then considered the WV.

Thus, a system is needed that can store representations of
a state at different levels of abstraction and learn how these
can be formed into a hierarchy to describe the patterns in a
problem. An evolutionary machine learning (EML) system is

capable of detailed learning of individual features, and abstract
learning of the patterns of features [26], [27]. Moreover, an
EML system has the ability to identify and reuse a learned
building block in similar parts of an environment. However,
existing EML systems do not have the ability to distinguish
these learned building blocks to uniquely identify similar parts
of an environment located at different positions. This ability
is critical for an EML system to reduce the enumeration of
the search space in a multistep environment.

We hypothesize that incorporating FoRs into an EML
system could allow it to overcome current limitations and learn
to solve problems in non-Markov environments. In contrast to
conventional systems that do not differentiate between detailed
and abstract learning, our novel EML system is anticipated to
solve problems in non-Markov environments by representing
knowledge in both constituent and holistic frames of refer-
ence. In order to create the novel EML system, the learning
agent first needs to automatically identify the level of abstrac-
tion that is required to successfully turn an aliased state into
a nonaliased state. Then, inspired by the brains’ grid map, an
adjacent states map (ASM) needs to be created for an environ-
ment. This ASM will be utilized by the agent to differentiate
aliased states based on the neighboring states.

The EML technique to be used is learning classi-
fier systems (LCSs)2 as they store learned knowledge in
if <state> then <action> rules. The states need to be stored
in a format that links them through actions, which are termed
code paths (CPs) here. CPs form BBK,3 which are useful
in themselves, but crucially can be constructed together to
form higher level (more abstract) BBKs. This enables the
system to function at appropriate levels of abstractions. The
rules can provide elementary knowledge (or LV), which is
needed to form the constituent level blocks of knowledge
(CPs). Simultaneously, abstract knowledge (or the WV) can
be formed by combining these CPs into holistic blocks of
knowledge ((sub)policies of differing length, similar to routes).
A CP will have the ability to accurately handle a nonaliased
state as in an ordinary rule. Multiple CPs, policies, and the
ASM will have the ability to provide a WV at higher levels of
abstraction, which can be used to handle an aliased state. This
process will essentially turn an aliased state at the constituent
level into a nonaliased state at the holistic level. The agent can
then create the optimal policy to reach the goal.

A schematic illustration of a conventional approach and
novel (FoRs-based) approach is shown in Fig. 2. Each state
is represented by a colored circle. The multiple instances of
the same color represent aliased versions of a state. The poli-
cies are represented by ellipses. A conventional EML approach
(left-hand side) relies only on local FoRs (LV) and considers
individual features and niches in a homogeneous manner, i.e.,
all the states are treated the same, hence, it does not generate
unique patterns. The novel approach (right-hand side) utilizes
multiple FoRs and splits a complex problem into constituent

2LCSs have been used as a preferred research tool to evolve solutions for
a wide range of maze problems for the last 30 years [3], [5], [13], [28]–[30].

3A building block of knowledge is a unit of knowledge that is transferable
and can be used or reused to solve a part of a problem or the whole problem.
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Fig. 2. Schematic illustration of a conventional approach and novel (FoRs-
based) approach.

and holistic knowledge. The LV identifies states at the con-
stituent level; the WV places them appropriately in policies at
a holistic level to generate unique patterns.

A. Goals

This work aims to create a novel FoRs-based system,
inspired by the principles of animals’ navigation, for decision
making in state-transition learning. The system is to provide
optimal solutions for non-Markov environments by utilizing
FoRs that enable heterogeneous knowledge representations at
different levels of abstraction. To achieve this goal, we set the
following objectives.

1) Create a novel FoRs-based system that has the ability to
process a single input at different levels of abstraction
to represent an LV (constituent knowledge) and a WV
(holistic knowledge to keep parallel construction with
constituent knowledge) of the same state.

2) Create a heterogeneous representation of knowledge
using CPs and policies. This knowledge will be utilized
or reutilized at different levels of abstraction to gener-
ate constituent representation and holistic representation,
which will allow interpretation of learned policies (see
Section IV-C).

3) Integrate blocks of knowledge (CPs) at different levels of
abstraction to generate an unambiguous representation.
The resultant knowledge will be used to disambiguate
complex patterns of aliased states, which will enable the
learning of stable policies.

4) Create a strategy to activate/deactivate (sub)policies such
that the agent can reach the goal state by using the
minimum number of steps.

The remainder of this article is organized as follows.
Section II discusses the state-of-the-art techniques that have
been developed to address perceptual aliasing problems.
Moreover, it presents the required background knowledge from
cognitive neuroscience and LCSs. Section III describes how a
FoRs-based system can be created. It explains the critical com-
ponents and architecture of the novel system. Deterministic
and non-Markov environments are then used to evaluate the
developed system. The effectiveness of the novel approach
to optimally solve non-Markov environments is presented in
Section IV. Section V highlights the strength, drawbacks, and
limitations of the novel approach. Finally, the conclusion and
future work are described in Section VI.

II. BACKGROUND

The goals of this section are threefold: first, to highlight
the strengths and limitations of the relevant techniques that

have been developed to handle perceptual aliasing problems;
second, to introduce the relevant principles of biological intel-
ligence that will inform this work; and third, to present the
relevant knowledge of LCSs that provide a foundation upon
which the novel system will be developed.

A. Relevant Approaches

A stochastic environment can be considered Markov if
the agent’s immediate perception provides all the necessary
information to decide the best action in all situations/states.
Such decision processes are called Markov decision processes
(MDPs). An environment can be considered non-Markov if
the agent’s immediate perception does not provide all the
necessary information to decide the best action in all situa-
tions/states. Such hidden states can be aliased states, which are
only partially observable and the agent needs more information
to take the best action. Such decision processes are called par-
tially observable MDPs (POMDPs) [31]. The majority of RL
agents can easily learn Markov environments, but they strug-
gle to learn non-Markov environments. Many techniques have
been developed to address perceptual aliasing in non-Markov
environments. These techniques are discussed as follows.

Initial attempts to cope with perceptual aliasing by addi-
tionally learning an immediate perception could not solve the
majority of non-Markov environments because of impractical
and strict assumptions such as noiseless sensing, deterministic
actions, and incomplete perception [1], [3], [19], [20]. Further
attempts to utilize belief state methods to address perceptual
aliasing failed due to two factors: 1) difficulty in calculating
value functions and 2) updating belief states. These two fac-
tors make the belief state-based strategies intractable for large
and complex non-Markov environments [14], [15], [32].

Another way to handle perceptual aliasing is to have a
message list where states and actions are stored and passed
to future decisions but this is inconvenient because of the
storage size and contents. It is hard to determine the opti-
mum memory relevant to the decisions. For example, an
agent may store neutral messages and/or incorrect messages,
making it hard to search for only the appropriate mes-
sages. The resultant systems could not evolve optimal rules
and so were unable to solve the majority of non-Markov
environments [18], [33]–[35].

Internal memory-based systems successfully solve simple
non-Markov environments; however, they struggle to disam-
biguate aliased states in complex non-Markov environments.
This is due to the likelihood of path entrainment, i.e., becom-
ing stuck in a local optimum as once a route to the goal has
been discovered, it could be exploited such that the exploration
of potentially better routes does not occur. Moreover, multiple
versions of the same route may be stored due to a lack of
generalization. Consequently, internal memory-based systems
are neither robust nor able to achieve optimal performance
for complex problems [13]. Thus, these systems provide
only ad hoc solutions [3], [18]. Similarly, internal action-
table-based systems struggle to obtain an optimal policy for
complex non-Markov environments. Moreover, they require
extra computations to find an appropriate policy [10], [11].
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Artificial agents based on the psychological principle of
anticipatory behavioral control provide a partial solution for
non-Markov environments [4], [16]. Latent learning-based
anticipatory classifier systems (ACSs), and the more advanced
ACS2, predict the next state of the environment, but still
struggle to learn complex aliasing patterns. The methodol-
ogy adopted by ACSs fails to identify the aliased states in
the majority of cases. Consequently, the agent is unable to
take the required best action [4], [13], [16], [17]. Even ACS2,
with behavioral sequences, fails to efficiently address non-
Markov environments. For example, they struggle to address
environments with loops in states and environments that
have the same aliased states on one path [16]; see discus-
sion about solving loops of states in Section III. Recently,
Orhand et al. [28] presented a study that implemented behav-
ior sequences in ACS2. The resultant systems, BACS2 and
BACS3, performed well on the majority of mazes; however,
these systems were unable to counteract all of ACS2’s inher-
ent issues to effectively resolve complex environments, such
as Maze10, Littman57, and Woods102 (see Section IV).

Zatuchna and Bagnall applied the idea of imprinting
(adopted from psychology and ethology) to resolve non-
Markov environments. They incorporated memory mecha-
nisms and associative perception techniques in a single system
to address aliased states. Moreover, they modified the evo-
lutionary and reinforcement mechanisms of the standard
LCSs. The resultant system, named AgentP, has a com-
plex architecture that relies on tailored methods, such as
memory and imprinting. AgentP observes and stores many
states as it progresses, which eventually renders the learning
intractable. Moreover, it inherits the above-mentioned limi-
tations and drawbacks of ACS2 and memory-based systems.
Consequently, it is still unable to completely learn complex
non-Markov environments, such as Maze10 [5], [13].

Deep RL is another approach to address the perceptual
aliasing problem. Deep RL agents require high computational
resources to handle perceptual aliasing. This becomes worse
in complex non-Markov environments, e.g., Minecraft [7], in
which many states have common visual features. Interactive
machine learning (IML)-based techniques have been proposed
to improve the performance and reduce the extraneous compu-
tations utilized by the RL agents to handle perceptual aliasing
in non-Markov environments [36]. However, these techniques
could not be generalized and required a human-in-the-loop to
assist the agent. Moreover, it is hard to decide when, e.g.,
triggering based on low confidence and action advice/critique,
and how much, e.g., how often and level of expertise, human
intervention is appropriate [7], [9], [12].

Another approach to handle the perceptual aliasing problem
is the use of subgoals [6], [37], [38]. However, it is hard to
select an appropriate number of subgoals and define the com-
plexity of the subgoals. Consequently, the resultant systems
have poor learning efficiency. Recently, a genetic algorithm
(GA)-based strategy has been developed to find appropri-
ate subgoals [6]. However, this technique requires extraneous
computations and cannot find appropriate subgoals if the
system fails to achieve the task at the initial population
generation.

In sum, although methods to address perceptual aliasing do
exist, they either fail under challenging circumstances or entail
unreasonable computational overhead. What is needed is a
novel FoRs-based system that can identify aliased states at
a constituent level and place them uniquely in holistic level
policies.

B. Functional Organization in Vertebrate Brains

Vertebrate brains efficiently solve complex problems due
to functional architecture that allows them to represent sen-
sory information at different levels of abstraction. It is not
the aim of this work to simulate the specific architecture
of a specific species; rather to take inspiration from basic
principles of vertebrate intelligence. We focus here on the
functional organization in vertebrate brains, especially with
respect to navigation. The aspects of vertebrate intelligence
that are relevant to this work are explained as follows.

1) Representation and Processing: In vertebrate brains,
the same sensory information is represented and processed
by different regions at different scales, i.e., constituent level
or holistic level. For example, in animals’ navigation, an
egocentric FoR represents an LV, whereas allocentric and
route-centric FoRs represent the WV of the environment [21],
[22], [39], [40]. Information related to the animal’s head direc-
tion as well as motor and sensory actions associated with
navigation are logged via an egocentric FoR; information
related to external cues and boundaries of the environment
is logged via an allocentric FoR; information related to the
route states (spaces), distances between those states, and a
series of actions on the planned route is logged via a route-
centric FoR [39], [41]–[43]. This ability to represent the same
environmental state at different levels of abstraction will be
incorporated in this work (Obj. 1) and 2)).

2) Knowledge Integration: Most animals learn and store
a route (policy) while navigating an environment. A spe-
cific path, or route, can be described as a sequence of turns
connected by straight segments of different lengths. Animals
follow a specific route while moving from one position to
another in an environment. The knowledge of a specific route
allows animals to make correct decisions during navigation.
A route has a particular shape and different routes may have
similar/different shapes at different scales. Different cortical
and subcortical structures of the brain utilize FoRs to log
information that is used to represent these routes. For exam-
ple, the position of an animal within a route is represented by
utilizing egocentric and route-centric FoRs. This information
is logged by the posterior parietal cortex and retrosplenial cor-
tex neurons [21], [40], [44]. The specific location of a route
within an environment is represented by utilizing allocentric
FoR. This information is logged by the hippocampal place
cells [45]–[47]. Similarly, a grid map of an environment is
represented by utilizing all three FoRs, i.e., egocentric, route
centric, and allocentric. This information is logged by the
grid cells of the entorhinal cortex [25]. This map is used
by the brain’s coordinate mechanism for spatial navigation.
Different brain regions coordinate with each other to inte-
grate the learned knowledge and assist the animal to exhibit
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intelligent behavior during spatial navigation [21], [40], [44],
[47]–[49]. This integration of knowledge and the route-based
strategy for navigation will be applied in the CPs and policies
created here (Obj. 2) and 3)).

3) Goal-Driven Processing: Vertebrate brains have the abil-
ity to activate the most suitable and relevant region to perform
computations required for a specific task. This activation
is controlled by the goal-driven processes that analyze the
problem and switch control to the appropriate region. For
example, egocentric and allocentric processing have been asso-
ciated with right and left posterior cortex, respectively, [50];
dorsal stream and frontal areas are active during egocentric
coding, whereas dorsal and ventral regions are involved during
allocentric coding [51], [52]; similarly, sequential organization
of consecutive choices is managed by the left hippocampus,
whereas allocentric or map-based navigation is handled by the
right hippocampus [53]. This ability to determine which com-
putational structure is the most suitable with respect to the
task is important for real-life problems. A strategy will be
developed for the activation/deactivation of the most suitable
and relevant policy with respect to the situation (Obj. 4)).

C. Learning Classifier Systems

LCSs are an EC methodology for developing rule-based
solutions to complex problems. Instead of enumerating a
search space, LCSs learn heterogeneous patterns (niches) in
the search space by applying learning components and discov-
ery algorithms. The first LCS was developed by Holland and
Reitman [54], named “Cognitive System One” to acknowledge
its foundation in cognitive neuroscience. An LCS-based arti-
ficial agent endeavors to identify innate patterns in the given
environmental data. It learns by applying an adaptive strategy
to take the best action that maximizes its current or future
rewards [55], [56].

The reward prediction p for a classifier rule in single-step
problems is updated as follows:

pi+1 ←− pi + β(ri+1 − pi) where 0 ≤ β ≤ 1 (1)

where r is a reward returned from the environment. Q-learning
has been used as a standard RL method for the propagation of
reward in multistep RL problems. It is computed as follows:

Q(st, at)← Q(st, at)

+ β
(

ri+1 + γ.max
a

Q(st+1, a)−Q(st, at)
)

(2)

where s, a, t, γ , and Q represent state, action, time, discount,
and value of an action, respectively. This equation propagates
the reward from the goal state back down the chain of classi-
fiers to the originating state. In multistep problems, the final
goal state may not be reached in the next step. Therefore, it is
necessary to include the proportion of the reward obtained on
the next iteration. Thus, the single-step reward prediction (1)
is modified for multistep problems as follows:

pi+1 ← pi + β
(

ri+1 + γ.max
a

p[A]+1 − pi

)
where 0 ≤ β ≤ 1

(3)

where [A] is an action set. This equation can be implemented
programmatically by saving the previous action set [A]−1

such that its updates are conducted by utilizing the current
prediction array as the future values. Moreover, for the goal
states, the updates occur in [A] (for details see [31], [57]).

LCSs apply GAs to generate new rules and explore unique
niches in the problem space. LCSs evolve a collection of
rules that collectively provide knowledge of the environment.
The agent applies this knowledge in a piecewise manner to
make predictions [58]. A classifier’s rule has a fitness value
based on its contribution toward the solution. As learning pro-
gresses, LCSs produce fitter rules, improve the fitness of good
rules, and remove the weak and redundant rules. A brief intro-
duction of LCSs and GA, for readers unfamiliar with these
base techniques, is presented in the supplementary material
(see Section S-I).

1) Code Fragments: A code fragment (CF) is an encod-
ing technique that has been introduced in LCSs to achieve
high-level knowledge representation. It facilitates LCSs in
creating transferable BBKs [59]. A CF is a genetic program-
ming (GP)-like tree that has operations in the internal nodes
and environmental variables or other CFs in the leaf nodes.
CF-based LCSs can solve complex problems, e.g., 135-bit
and n-bit multiplexer (Mux) problem [59]–[61]. A novel CP
(similar to CF)-based technique, for multistep rather than
single-step domains, will be developed to disambiguate aliased
states.

III. FRAMES-OF-REFERENCE-BASED SYSTEM

This work develops a FoRs-based system for decision mak-
ing to resolve non-Markov environments. We first introduce
two novel components that are used to achieve heterogeneous
knowledge representation at different levels of abstraction,
i.e., the CP (constituent knowledge), and the policy of CPs
(holistic knowledge). These techniques are assisted by a novel
ASM strategy that provides a snapshot of the environment.
Subsequently, the utilization of CPs and their policies for the
identification and disambiguation of aliased states is described.
Finally, the overall strategy adopted by the novel system to
resolve non-Markov environments is presented.

A. Code Paths

A CP is a GP-like tree (similar to a CF [59]) that encodes
state–action–state sequences. Its format is a binary tree with
depth up to two. Consequently, a CP can have a maximum
of seven nodes, i.e., four states linked by three actions (see
Fig. 3). This limit is set to keep the tree size bounded to avoid
intractable learning problems. A CP acts as a constituent level
BBK such that a single-step CP provides an egocentric (local)
viewpoint, whereas a multistep CP or multiple CPs provide an
allocentric viewpoint of the environment.

A state is an environmental input instance and a version
is its unique identity. All states have a default version of 0.
The agent disambiguates aliased states (S) by assigning them
different versions (V). For example, the states S1 and S2 are
two different egocentric states (i.e., different observations on
the local scale). S1,V0 , S2,V1 , and S2,V2 are three different allo-
centric states (i.e., different from a WV); V0 indicates a state
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Fig. 3. Sample maze (right) and the corresponding code path (left) when
an agent moves from the start state (10000000 encoded—conventionally
clockwise in a grid from the top; with 1 open, 0 blocked) to the goal
state (00001000). With LCS perceived states S2,V1 (10001000, 1) and S2,V2
(10001000, 2) are nonaliased versions of the aliased state S2,V0 (10001000).

with no known aliasing; and V1, V2, . . . , Vn indicate aliased
versions of the state Si.

Let S be a set of Ns states, S = {Si}Ns
i=1, then we use “Si,Vj ”

to refer to the jth version (Vj) of the ith state (i.e., Si). Thus,
the pool of states with their versions is represented as SV =
{Si,Vj}∀i,j. Now, let A be a set of NA actions, A = {Ak}NA

k=1.
Then, a CP can be defined as a state–action function that walks
through states using actions

CP : SV ×A −→ SV . (4)

In practice, a CP is an alternate sequence of states and
actions starting from a start state (say Sl,Vm ) and ends at an
end state (say Sp,Vq ). For example, the CP in Fig. 3 can be
represented by the sequence

CP = <S1,V0 , A1, S2,V1 , A2, S2,V2 , A3, S3,V0>.
Whenever an artificial agent moves from one state to another

state during training, three nodes of the corresponding CP
are created/updated. For example, when an agent currently in
the state S1,V0 executes an action A1 and moves to another
state S2,V1 , the corresponding CP will insert/update these three
entries in its nodes, respectively. A sample maze and the cor-
responding CP representing an agent that moves upward from
the start state to the goal state are shown in Fig. 3.

B. Policies

A policy, similar to a route in animals’ navigation, is a
pattern that prescribes state transitions from a start state to the
goal state. Here, a policy is comprised of multiple CPs that
are used by the agent while moving from a start position to
the goal. Moreover, a policy has two associated attributes—1)
the number of steps used to reach the goal state (or steps)
and 2) the number of times the policy successfully guided the
agent to the goal state (or experience). Fig. 4 illustrates two
policies (red and yellow dotted lines), and corresponding CPs.
The first policy Pr (red) consists of CP-1 and CP-3, which
can lead the agent to the goal state by using four steps. The
second policy Py (yellow) consists of CP-2 and CP-3, which
can lead the agent to the goal state by using five steps.

Let CP be a set of Ncp code paths, CP = {CPk}Ncp
k=1, then

the policy P can be defined as a subset of CP . For example,
in Fig. 4, there are three code paths, CP = {CP1, CP2, CP3}.
The policy Pr consists of two CPs and it is represented as

Pr = {CP1, CP2}. Similarly, the policy Py is represented as
Py = {CP2, CP3}. In general, the set of all Np possible polices

is represented as P = {Pl}Np
l=1, where the goal is to find the

optimal policy Pl̂, which has the lowest cost, i.e., cost(Pl̂) ≤
Pl ∀l = 1, . . . Np. Such a cost is computed based on two
associated attributes, i.e., the number of steps and experience.

The policy is a holistic level knowledge representation,
which provides an allocentric viewpoint (WV) of an environ-
ment. It is created during the explore mode in two situations:
1) when an agent successfully reaches the goal or 2) when
an evolutionary process is triggered. In the first scenario, the
agent logs the path that is used to reach the goal. Loops are
removed from the path before creating a policy. In order to
remove a loop, the whole path is traversed such that if the cur-
rent state (and version) already exists in the path, the horizontal
and vertical distances are computed to determine whether it is
the same state or a new aliased state (distance computation is
presented in Section III-D case-5). If the resultant horizontal
and vertical distances are zero, then it is the same state, that
is, the agent has completed a loop, and so the states visited
by the agent during this loop are removed from the path.

In the second scenario 2), an evolutionary process is trig-
gered when the average number of time steps since the last
crossover is greater than θGA. Two new policies are created by
applying a crossover technique on two existing policies such
that both policies have a common state (with the same version)
in their paths. The first policy is randomly selected from the
pool of existing policies. A second policy is randomly selected
until one with a common state with the first policy is found.
If compatible policies are found, the common state between
these policies acts as a crossover point such that the new child
policies are created by combining the opposite halves from the
parent policies, otherwise, no new policies are created.

C. Adjacent States Map

The ASM contains information about the neighboring states
within the environment. It is a sparse, dynamic map that is
developed/updated at runtime while the agent explores the
environment. The number of rows of the ASM is equal to
the number of states visited by the agent. The columns of the
ASM are equal to the number of possible actions that can be
taken by the agent, plus the last column (ID) that is reserved
for naming each state. Each nonheading cell contains a state-
version tuple. For this work, as is common in maze navigation
tasks, an agent can execute eight actions (separated by 45◦) to
move to a neighboring state where the action is without noise.
Whenever an agent moves from one state to another, all the
corresponding entries (adjacent states) in the ASM are cre-
ated/updated. For example, an agent moves from a state S1,V1

to another state S2,V2 by executing an action A1. Two entries
in the ASM are created representing: 1) state S2,V2 at column
A1 in a row against state-id S1,V1 and 2) state S1,V1 at column
A5 in a row against state-id S2,V2 . It is important to note that
the agent can move back to the original state by executing a
flipped (opposite) action, e.g., A5 is a flipped action of A1.
A section of the ASM, corresponding to this movement, is
shown in Fig. 5.
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(a)

(b)

(c) (d)

Fig. 4. (a) Sample maze and two policies. The first policy (red dotted line)
consists of CP-1 and CP-3. The second policy (yellow dotted line) consists
of CP-2 and CP-3. (b) Three-step CP (CP-3) from S3,V0 to S5,V0 . (c) Two-
step CP (CP-2) from S1,V0 to S3,V0 . (d) Single-step CP (CP-1) from S1,V0
to S3,V0 . Ai can take any action value between 0 and 8.

Fig. 5. Example section of an ASM.

D. Aliasing Identification and Disambiguation

The most challenging step in learning a non-Markov envi-
ronment is identifying and disambiguating the aliased states,
as local knowledge provides conflicting information. Learning
is achieved by comparing and integrating different levels of
CPs. The single-step CPs represent the egocentric viewpoint,
whereas multistep CPs represent the allocentric viewpoint.
Multistep CPs and policies are used, along with the ASM, to
generate the WV (complete map) of the environment. During
this process, new CPs are created and incompatible CPs are
updated or deleted. There are five distinct cases that can lead
to the identification of an aliased state.

1) Case-1: In a specific state, the agent effects a previous
action but transitions to an unexpected state. For example, the
agent moves from state S1,V0 to state S3,V0 by executing an
action A1, but another CP already exists, moving from state
S1,V0 to state S2,V0 by executing the same action A1. Thus,
state S1,V0 is marked in the ASM as an aliased state and is
disambiguated into two states, here, termed state S1,V1 and
state S1,V2 . Consequently, the agent is only confident about
its transitions due to the actions A1 and flipped-A1 (i.e., A5).
The transitions due to all other actions now become ambiguous
because the agent cannot discern the correct nonaliased version
(S1,V1 or S1,V2 ).

The agent updates the unambiguous knowledge and deletes
the ambiguous knowledge. For this purpose, all the CPs

with entries “S1,V0

A1−→ S2,V0 ” are updated with “S1,V1

A1−→
S2,V0 .” Similarly, the CPs with flipped action (A5) entries

“S2,V0

A5−→ S1,V0 ” are updated with “S2,V0

A5−→ S1,V1 .”
The corresponding entries in the ASM and multistep CPs
are also updated. Moreover, all the entries in CPs from
S1,V0 that transition to another state by executing an action
other than A1 are deleted as they are no longer reliable.
Similarly, the flipped entries from another state to S1,V0

with an action other than A5 are deleted. The corresponding
information is also deleted from the ASM and multistep CPs.
Consequently, the agent updates learning and, most impor-
tantly, learns to forget. Finally, two new CPs for the move

“S1,V2

A1−→ S3,V0 ” and “S3,V0

A5−→ S1,V2 ” are created. For this
newly disambiguated aliased state S1,V2 , a new row in the
ASM is created and corresponding information is added to
that row.

2) Case-2: The agent ends in the same state from the same
action, but transitioned from an unexpected starting state.
For example, the agent moves from a state S3,V0 to another
state S2,V0 by executing an action A2 but another CP already
exists that transitions from state S1,V0 to state S2,V0 by exe-
cuting the same action A2. The state S2,V0 is marked as an
aliased state and is disambiguated into two states, here, termed
state S2,V1 and state S2,V2 . Subsequently, all the CPs with

entries “S1,V0

A2−→ S2,V0 ” are updated with “S1,V0

A2−→ S2,V1 .”

Similarly, the CPs with flipped action “S2,V0

A6−→ S1,V0 ” are

updated with “S2,V1

A6−→ S1,V0 .” The corresponding entries in
the ASM and multistep CPs are also updated. Moreover, all the
entries in CPs from any state to S2,V0 by executing an action
other than A2 are deleted as unreliable. Similarly, the flipped
entries from S2,V0 to another state with an action other than
A6 are deleted. The corresponding information is also deleted
from the ASM and multistep CPs. Consequently, the agent
updates learning and learns to forget. Finally, two new CPs

for the move “S3,V0

A2−→ S2,V2 ” and “S2,V2

A6−→ S3,V0 ” are cre-
ated. For this newly disambiguated aliased state S2,V2 , a new
row in the ASM is created and corresponding information is
added to that row.

3) Case-3: The agent does not effect the previous action,
but a new action that transitions to the same state. For exam-
ple, the agent moves from state S2,V0 to another state S1,V0

by executing an action A3 but another CP already exists from
state S2,V0 to state S1,V0 by executing a different action �=A3.
The state S1,V0 is marked as an aliased state and is disam-
biguated into two states, here, termed state S1,V1 and state

S1,V2 . Subsequently, all the CPs with entries “S2,V0

�=A3−−→ S1,V0 ”

are updated with “S2,V0

�=A3−−→ S1,V1 .” Similarly, the CPs

with flipped action “S1,V0

�=A7−−→ S2,V0 ” are updated with

“S1,V1

�=A7−−→ S2,V0 .” The corresponding entries in the ASM
and multistep CPs are also updated. Moreover, all the entries
in CPs from S1,V0 to another state by executing an action
other than �=A7 are deleted. Similarly, the flipped entries from
another state to S1,V0 with an action other than �=A3 are
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Fig. 6. Horizontal and vertical distances against actions. The action A0 is
at 0◦ and each subsequent action is separated by 45◦.

deleted. The corresponding information is also deleted from
the ASM and multistep CPs. Consequently, the agent updates
learning and learns to forget. Finally, two new CPs for the

move “S2,V0

A3−→ S1,V2 ” and “S1,V2

A7−→ S2,V0 ” are created. For
this newly disambiguated aliased state S1,V2 , a new row in the
ASM is created and corresponding information is added to
that row.

4) Case-4: The agent effects an action and transitions to a
new state; however, a CP already exists that effects a flipped
action from the new state that transitions to a different state.
For example, the agent moves from state S1,V0 to another state
S2,V0 by executing an action A4 such that no other CP already
exists from state S1,V0 to any other state by executing the same
action A4. Subsequently, two CPs for this move need to be

created, i.e., “S1,V0

A4−→ S2,V0 ” and “S2,V0

A0−→ S1,V0 .” During

the creation of CP with flipped action, i.e., “S2,V0

A0−→ S1,V0 ,”
it is found that a CP already exists from state S2,V0 to another
state S3,V0 by executing the same action A0. The state S2,V0 is
marked as an aliased state and is disambiguated into two states,
here, termed state S2,V1 and state S2,V2 . Subsequently, all the

CPs with entries “S2,V0

A0−→ S3,V0 ” are updated with “S2,V2

A0−→
S3,V0 .” Similarly, the CPs with flipped action “S3,V0

A4−→ S2,V0 ”

are updated with “S3,V0

A4−→ S2,V1 .” The corresponding entries
in the ASM and multistep CPs are also updated. Moreover, all
the entries in CPs from S2,V0 to another state by executing an
action other than A0 are deleted. Similarly, the flipped entries
from other states to S2,V0 with an action other than A4 are
deleted. The corresponding information is also deleted from
the ASM and multistep CPs. Consequently, the agent updates
learning and learns to forget. Finally, two new CPs for the

move “S1,V0

A4−→ S2,V2 ” and “S2,V2

A0−→ S1,V0 ” are created. For
this newly disambiguated aliased state S2,V2 , a new row in the
ASM is created and corresponding information is added to
that row.

5) Case-5: An aliased state already exists in a path. This
case is executed only if the agent cannot identify an aliased
state by utilizing any of the above-mentioned cases. The agent
logs its path during the navigation. If the current state (and
version) already exists in the path, the agent computes the
horizontal and vertical distance to determine whether it is in
the same state (i.e., identifies a loop) or a new aliased state.
For this work, the action A0 is at 0◦ and each subsequent
action is separated by 45◦. The distance values against all the
actions are presented in Fig. 6. To compute the distance, the
following procedure is applied. For each action executed by
the agent, it moves to a new state, a value (+1,−1 or 0) is
added to the horizontal and vertical distances. For example,
against action A0 the values 0 and 1 are added to the x-axis
and y-axis, respectively. These values are added for all the

states between the current state and the already visited state
by traversing through the path. Finally, if the agent determines
that it has traveled a nonzero horizontal or vertical distance,
it marks its state as a new aliased state and disambiguates it
by assigning a new version.

E. Predict Aliased Version

The prediction of the correct aliased version (V) of a state
(S) is an important step in resolving non-Markov environ-
ments. The agent disambiguates aliased states by assigning
them unique versions, as an aliased state with a unique version
behaves as a nonaliased state. The agent is confident about its
position in the environment if it is in a nonaliased state or an
aliased state with the correct version. Consequently, the agent
moves to the next state by executing the appropriate action that
leads to the optimal path to the goal. The techniques adopted
by the agent to predict the aliased version are explained as
follows.

1) Case-1: The agent is confident about its position in the
environment, i.e., either it is in a nonaliased state or an aliased
state with the correct version. When the agent moves from
a confirmed state to an aliased state, it extracts the correct
version of the aliased state from the CPs. For this purpose, if a

CP exists that has the same initial state− version
action−−−→ state

entries, the version of the current aliased state is set from
that CP.

2) Case-2: The agent is not confident about its position
in the environment, i.e., either a random starting point is an
aliased state or there exist multiple CPs with this same state
but different versions. Consequently, the agent is in an aliased
state with a default version 0. When the agent moves from such
a state to another aliased state, it applies one of the following
techniques to predict the aliased version.

First, if the current path of the agent has more than two
states, it finds matching multistep CPs by comparing only the
states (not versions) and actions with the last three moves
(because a CP can support at most three moves; this number
could be extended at the cost of additional computations). If
such a CP exists, the agent considers the aliased state version
of that CP as a candidate version. To verify that candidate
version, the agent searches for the flipped CP, i.e., from the
current state to the previous state. Subsequently, the agent
counts all the CPs that have the same flipped action but result
in different states. If this number is equal to the total number
of aliased versions for that state, the agent flags the prediction
as correct. Otherwise, the candidate version is discarded.

If the first technique does not find the aliased version, the
agent identifies the flipped CPs from the current state to the
previous state without comparing the versions. If the candidate
CPs have multiple versions for the current aliased state, they
are discarded. Otherwise, the agent finds all the CPs that have
the same flipped action but different states. If the number of
CPs found is equal to the total number of aliased versions for
that state, the agent marks the prediction as correct. Otherwise,
it is discarded. If the agent fails to make a correct prediction,
the default version 0 is used, which means that the agent is
not yet confident about its position in the environment.
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3) Case-3: This case is executed if the agent cannot predict
an aliased state version by utilizing the above-mentioned
cases. The agent attempts to predict the aliased version by
utilizing the information from the ASM. The agent makes a
list of the current states (without comparing the versions) that
have the previous state in their neighbors at the flipped action.
These are considered candidate states. Subsequently, the agent
compares the shared neighborhood of each candidate state with
the previous state. If a state has the same neighboring states as
the shared neighborhood, then that state is flagged as a final
candidate state. At the end of this process, if there is only one
final candidate state, the version of that state is considered a
correct aliased version. Otherwise, the agent is not confident
about its position in the environment, and the default version
0 is used.

F. Overall Strategy

EC generates the constituent rules using CFs to encode
the conditions of the state and actions. Many encodable
rules are not valuable, e.g., rules where actions collide with
walls, so EC search improves efficiency and reduces stor-
age. Moreover, EC is used to utilize these constituent rules
to evolve CP-based policies in the form of state–action–state
tuples. Again this removes redundancy/irrelevant conditions
that would be kept by exhaustive search. A schematic depic-
tion of the overall strategy developed to achieve the cognitive
inspired functionality in the FoRs-based system is shown in
Fig. 7. The general state–action–reward scheme of the novel
system is similar to the standard multistep RL scheme in
LCSs [4], [18]. The learning methodology of the novel FoRs
system is developed by utilizing the framework of accuracy-
based LCSs, i.e., Wilson’s XCS [62]. CFs assist the novel
system to link the environmental features through functional
nodes. A disjunctive normal form of CFs constitute a rule,
which encapsulates how well CFs link together to provide an
egocentric viewpoint of the environment. As in the standard
LCSs, here the rules are created by three methods, i.e., cov-
ering, crossover, and mutation. These rules are combined in
a population, which enables specific niches of the problem to
be combined together to solve different parts of the problem
domain. The FoRs system departs from a conventional LCS
in the novel use of state versions within the conditions of the
classifier rules are enhanced with a state-version encoding. In
order to appear in the match set, the rules need to match the
condition, including the version, of the state.

At the start of the learning process, all the states (aliased and
nonaliased) have version 0. The agent is randomly placed in a
state in the environment. The agent obtains the version of the
current state by applying methods presented in Section III-E.
Subsequently, the agent determines whether it is an aliased
state or not. If it is an aliased state, the agent disambiguates the
aliased states by assigning them unique versions. The methods
adopted by the agent for the identification and disambiguation
of aliased states are presented in Section III-D.

The learning process of the agent is divided into explore
and exploit modes, similar to the standard LCS process. The
agent logs the path while navigating through the environment.
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Fig. 7. Schematic depiction of the overall strategy developed to achieve
cognitive-inspired functionality. The FoRs-based system identifies and disam-
biguates aliased states by utilizing LV (single-step CPs) and WV (multistep
CPs, policies, and the ASM). The action is obtained from rules with
state-version-action, and policies.

During the explore mode, the system attempts to create a new
policy if one does not exist for the current path. A new policy
can be created in two situations: 1) when an agent success-
fully reaches the goal or 2) when an evolutionary process is
triggered. The method to create a new policy in the first sit-
uation is presented below, whereas the conditions to trigger
the evolutionary process to subsequently create new policies
are presented in Section III-B. A new policy is created if the
agent successfully reaches the goal state before utilizing the
maximum allowed steps, which is set with domain knowl-
edge. For this purpose, the loops are removed from the path.
Subsequently, the path is virtually traversed in reverse order,
i.e., from the goal state to the start state. For each step, the
ambiguous aliased versions (i.e., 0) are updated with the cor-
rect versions. New CPs are created if they do not exist, by
applying the strategies explained in Sections III-D and III-E.
New aliased versions may be created to disambiguate the
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aliased states from the path. During this process, if no new
aliased versions are created and no ambiguous version is left
in the path, the new policy is created if it does not already
exist. Moreover, the experience attribute of the new policy is
initialized to zero and incremented by one each time the policy
assists the agent to successfully reach the goal state.

The reverse traversing of the path enables the novel system
to connect the isolated blocks of aliased states. If the agent
cannot establish a connection (by finding or creating CPs)
between the states of the path by utilizing the above-mentioned
methods, the agent attempts to find blocks of aliased states that
match the path at the point of missing connection (i.e., when
no CP exists). Utilizing the ASM, such blocks are identified
through analyzing the multistep CPs. If a block is found that
matches the current path and is isolated from other neighbor-
ing states, then it is connected with the broken state by creating
a new CP. An example of such a scenario is presented in the
supplementary material (see Section S-III).

During exploit mode, the system activates a policy that
assists the agent to take the best action. In order to select
the most appropriate policy, the system must identify the cor-
rect version of the state. Therefore, for aliased states, the
agent predicts the most likely aliased version by utilizing the
strategies explained in Section III-E. However, if the agent
is unable to predict the version, the system randomly selects
one. Subsequently, the agent tries to identify the best policy
for the selected state version. Each state may have more than
one policy. The novel system selects a valid policy that has
the smallest value for the step attribute. That policy can lead
the agent to the goal state by utilizing the minimum number
of steps. Finally, the agent activates the selected policy (cf.
roll out).

The agent determines the best action using two different
strategies: 1) the action set and 2) the active policy. If two
actions are the same, the policy is marked as true by setting a
flag (termed “cognate”), which can take value (true, false). The
agent is confident about its decision and executes the action.
However, if the actions are different, then the agent prefers
the action provided by the policy and marks the cognate flag
for the policy as false. Consequently, if the agent moves to a
different state predicted by the policy or is unable to move, the
policy is marked as malign by setting a flag (termed “malign”),
which can take value (true, false), and the agent picks another
best policy with respect to the current state. The malign poli-
cies will not be selected again for the current multistep run.
At the end of the multistep run, all the cognate and malign
flags are cleared. A walk through of this novel approach is
presented in the supplementary material (see Section S-III).

IV. EXPERIMENTAL WORK

This work seeks to demonstrate the effectiveness of the
FoRs-based approach to address the perceptual aliasing
problem in RL agents while solving multistep tasks in non-
Markov environments. Maze problems are used as a test
paradigm to investigate how agents learn state–action tran-
sitions in multistep environments. Mazes have been used in a

wide variety of navigation-based research from cognitive neu-
roscience to artificial intelligence [4], [13], [16], [21], [45],
[57], [63]–[66], as they approximately simulate real-world
navigation problems. Mazes have a structure that allows exper-
imenters to easily control and trace the behavior of an agent
during the learning process. They offer a wide range of com-
plex environments that artificial agents struggle to solve. This
includes complex non-Markov mazes that are characterized
by heterogeneity in action probability in a given state and
clusters of such aliased states. As these characteristics make
maze problems effective to evaluate the novel approach, a wide
range of mazes are used as the test domain.4 These mazes
include both deterministic and non-Markov environments, all
aliasing types (I, II, and III), and a broad range of complex-
ity (1–251) [13], [28]. The majority of these mazes and the
related woods environments have been used in state-of-the-art
studies [4], [13], [18], [28], [67].

A. Experimental Setup

The novel system uses the XCS configuration settings that
have been commonly used in XCS studies [4], [18]. The
parameter values are: crossover probability χ = 0.8; GA
threshold θGA = 25; mutation probability μ = 0.04; learn-
ing rate β = 0.2; deletion fraction δ = 0.1; deletion threshold
θdel = 20; prediction error threshold ε0 = 10; fitness expo-
nent ν = 5; fitness fall-off rate α = 0.1; and fitness reduction
= 0.1; do not care probability = 0.33; subsumption thresh-
old θsub = 20; prediction reward = 1000; prediction error
reduction = 0.25. The agent is randomly placed at an empty
position within an environment at the start of a trial. The agent
is allowed to reach the goal by utilizing a maximum of 50
steps. All the results presented here are taken from the average
of 30 runs.

The experimental results of the novel system (FoRsXCS)
are compared with the experimental results of seven well-
known benchmark systems, i.e., BACS2 [28], BACS3 [28],
XCSLib [68], ACS2 [29], XCSM [18], AgentP [13], and deep
recurrent Q-network (DRQN) [69], [70]. DRQN is a well-
known deep learning-based system that applies a connectionist
strategy to solve POMDPs environments. We were able to
reproduce the experimental performance for XCSLib, ACS2,
and DRQN. The results for BACS2 and BACS3 have been
kindly shared by the authors. However, for the other systems
(XCSM and AgentP), we have used the results reported in the
respective studies.

B. Experiments

The first set of experiments was conducted for determin-
istic mazes (Maze5 and Maze6) to provide proof of concept
for the developed FoRsXCS system. For the Maze5, ACS2
and DRQN outperformed FoRsXCS by 0.18 and 0.13 steps,
respectively. But for Maze6, ACS2 outperformed FoRsXCS by
0.25 steps but the performance of FoRsXCS is better than all
other systems including DRQN. It is noted that the learning

4A brief introduction of a maze environment and the mazes that are used
in this work, for readers unfamiliar with these environments, are presented in
the supplementary material (see Section S-II).
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TABLE I
PERFORMANCE ACCURACY OF LCS AGENTS

LOWER IS BETTER (BEST PERFORMANCE IS IN BOLD)

rate of the novel system is slower than ACS2 (see Section S-IV
in the supplementary material). This is understandable because
the novel system has to create heterogeneous BBKs to create
the local and WVs of the environment. Thus, the FoRXCS may
be computationally inefficient for solving simple deterministic
mazes.

The second set of experiments was conducted for non-
Markov mazes to evaluate the effectiveness of the novel
approach. A comparison of experimental results with different
state-of-the-art studies is presented in Table I. The experi-
mental results show that the novel FoRsXCS system either
outperformed all other systems or showed similar behavior in
solving all the non-Markov mazes except Maze7. For Maze7,
AgentP and BACS3 outperformed the novel system by 0.03
and 0.01 steps, respectively.

The experimental results show that the novel FoRsXCS
system effectively solves complex aliasing patterns in mazes
that have been most challenging to artificial agents. For exam-
ple, the novel system utilizes 6.51, 3.71, and 3.22 steps to
resolve Maze10, Littman57, and Woods102, respectively. In
contrast, none of the existing systems behave effectively in all
these mazes. The minimum steps required by the best existing
systems are 7.87 (AgentP), 4.52 (BACS2), and 3.30 (AgentP)
to solve Maze10, Littman57, and Woods102, respectively. It
is important to note that the well-known DRQN successfully
solves deterministic and non-Markov mazes but the novel
FoRsXCS outperformed DRQN in all the mazes. The rea-
sons for the performance efficiency of the novel FoRsXCS
are explained in Section IV-C. The varied learning pace of
the novel system for different mazes is presented in the
supplementary material (see Section S-IV).

The Wilcoxon signed-rank test was applied to statistically
compare FoRsXCS with DRQN (see Table II). The test was
conducted on the results of the last 100 trials. The second
and third columns contain the average performance along with
standard deviation. FoRXCS statistically outperformed DRQN
on all mazes, all ps < 0.00001, which is evidence that the
performance advantage of FoRsXCS is statistically significant.

The novel FoRsXCS can utilize multiple viewpoints at dif-
ferent levels of abstraction, depending on the complexity of
aliased patterns in the environment. This functionality adds

TABLE II
WILCOXON SIGNED-RANK TEST

extra computational cost. Although it is not straightforward to
compare the computational cost for different systems due to
operating system constraints, these systems can be compared
based on the average processing time required for an agent to
take a step in an environment. The average single-step pro-
cessing times, computed by using Maze7, for FoRsXCS and
XCSLib are 326.37 and 74.56 μs, respectively. The process-
ing time for the novel FoRsXCS is 4.4 times longer than the
XCSLib. However, this cost is justified because the FoRsXCS
needs on average 4.3 steps to successfully reach the goal in
Maze7, whereas the XCSLib needs 31 steps. Thus, XCSLib
utilizes 7.2 times more steps as compared to FoRsXCS. This
shows that the overall computational cost of the XCSLib is
greater than that of the FoRsXCS. Furthermore, the FoRsXCS-
based agent successfully reached the goal in all trials, whereas
the XCSLib-based agent did not always reach the goal.

C. Interpretation of Learning

The learning process of the FoRs-based system is inter-
pretable. Close observation of CPs and the ASM reveals that
the novel system successfully identified and disambiguated
complex patterns of aliased states by evolving the relevant
BBKs at different levels of abstraction. Consequently, the
novel system translated a non-Markov environment into a
deterministic environment.

Littman57 provides a non-Markov environment with mod-
erate aliasing complexity. The maze and its aliased states
(each state has a unique color) are shown in Fig. 8. Because
FoRsXCS is a transparent technique, it is possible to walk
through the learning sequence of the algorithm to resolve
Littman57. This process demonstrates how new knowledge is
learned, existing knowledge is updated, and learned knowl-
edge is forgotten. For example, the agent was randomly
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Fig. 8. Maze Littman57, 1 empty, 0 blocked, and F food/goal.

placed in state S8. It executed action A7 to transit to state
S3. Consequently, the agent created CPs, which provide

connections between “S8,V0 & S3,V0 ,” i.e., S8,V0

A7−→ S3,V0 ,

S3,V0

A3−→ S8,V0 . Subsequently, the agent executed action A6 to
transit to state S2. Consequently, the agent created CPs, which

provide connections between “S3,V0 & S2,V0 ,” i.e., S3,V0

A6−→
S2,V0 , S2,V0

A2−→ S3,V0 . These CPs form constituent BBKs
and provide the egocentric view. Subsequently, the agent cre-
ated two holistic level CPs, which provide connections among

“S8,V0 , S3,V0 , and S2,V0 ,” i.e., S8,V0

A7−→ S3,V0

A6−→ S2,V0 and

S2,V0

A2−→ S3,V0

A3−→ S8,V0 . These CPs form holistic BBKs
and provide an abstract view. However, there are two such
blocks in the maze, represented by purple- and red-dotted
lines. The agent could not differentiate between these blocks.
The relevant information is updated in the ASM (see Fig. 9(a)).

The agent continues to traverse the maze such that new
knowledge (CPs, policies, and ASM) is created and ambigu-
ous knowledge is deleted/updated. Ultimately, the agent suc-
cessfully transformed the non-Markov environment into a
deterministic environment. The resultant map of the final
environment (without any ambiguous aliased states, i.e., a
deterministic environment) is shown in Fig. 9(b). A complete
and step-by-step walk through of the learning sequence, for the
interested readers, is presented in the supplementary material
(see Section S-III).

V. DISCUSSION

The FoRs-based system is designed to address the percep-
tual aliasing problem in non-Markov environments. The novel
system simultaneously considers the environmental instance
from an LV (single-step CPs, egocentric FoR) and WV
(multistep CPs, policies; allocentric and route-centric FoRs).
Consequently, the learning speed of the novel system is slower
than that of other state-of-the-art systems for large-scale deter-
ministic mazes. However, the ability to consider the same
problem instance at multiple viewpoints empowers the novel
system to efficiently learn the complex patterns of aliased
states that characterize non-Markov environments. As the
problem scales in size and complexity, there will be more
and more constituent-level and holistic-level BBKs, which will

(a)

(b)

Fig. 9. FoRs-based learning for maze Littman57, here, Si,Vj are colored
differently. (a) Environment after creating connections among S2, S3, and S8.
(b) Environment after creating connections among all the states.

slow down learning. Nevertheless, the novel system has the
ability to identify and disambiguate the clusters of aliased
states by utilizing the BBKs at different levels of abstraction.
Consequently, the novel system efficiently solves complex
non-Markov mazes that homogeneous systems struggle to
solve.

For this work, it is assumed that the actions always correctly
affect the environment. If not, LCSs do have an error threshold
that can be used to handle noise. This problem is beyond the
scope of this work, but is the subject of future work. Moreover,
the assumption that the agent has the freedom to explore, (e.g.,
flipped actions), may not be reasonable in practical situations,
e.g., driving on one-way roads. The FoRs-based approach may
not work well for problems, such as numerical optimization,
in which constituent knowledge cannot be used or reused to
solve higher level problem components.

Although it is expensive to learn constituent-level BBKs,
once learned, they can be used or reused to form holistic level
BBKs. The novel system applies these learned BBKs at dif-
ferent levels of abstraction to solve heterogeneous patterns in
complex problems.

VI. CONCLUSION

The novel system successfully applied FoRs to learn stable
policies for multistep tasks in non-Markov environments. The
ability to represent the same environmental instance from dif-
ferent viewpoints, i.e., LV (single-step CPs, egocentric FoR)
and WV (multistep CPs, policies; allocentric and route-centric
FoRs), empowers the novel system to successfully address per-
ceptual aliasing problems by identifying and disambiguating
aliasing patterns. Consequently, the novel system transforms a
non-Markov environment into a deterministic environment. EC
played a critical role by enabling the novel system to evolve
fitter rules at a constituent level and optimal policies at a
holistic level. Otherwise, it was not practical to enumerate the
huge search space of a complex non-Markov environment. The
experiments demonstrate that the novel system has the ability
to utilize or reutilize relevant learned BBKs at different levels
of abstraction to learn aliasing patterns that are made up of pat-
terns that are made up of features. The novel system effectively
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solves complex aliasing patterns in the environments that have
previously been challenging to artificial agents. For example,
the novel system utilizes only 6.5, 3.71, and 3.22 steps to
resolve Maze10, Littman57, and Woods102, respectively.

The novel system is robust against aliasing states because
of its focus on the appropriate parts of the reward signal
to achieve a necessary level of abstraction. Aliasing chal-
lenges existing evolutionary computing systems across a wide
range of problem domains. How this approach functions with
dynamic states, especially in domains with little information
to start forming code paths, can now be investigated.

In further work, the novel approach will be applied to sim-
ilar problem domains, such as multiclass visual classification,
to prevent adversarial attacks causing misclassification. Here,
constituent information, such as nose, mouth, and so forth,
could be combined to holistically classify objects. The ability
to consider an object at different levels of abstraction should
invoke classification robustness.
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