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Probability Distribution of a Signal’s Peak Time in a Molecular Diffusive Media
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Abstract— The peak time of a received signal in a molecular
channel is random and generally assumed to follow the Normal
distribution. However, the untested validity of the assumption
motivates this letter. Considering an absorbing receiver placed in
a free-diffusion molecular communication via diffusion (MCvD)
system, we analyze the randomness in terms of the distribution
of the peak time using simulated data and define one of the
parameters. In addition, we derive the semi-analytical expressions
of the distribution by using Poisson and Normal approxima-
tions of the absorbed molecules. Through numerical analysis,
we evaluate the accuracy of the models and demonstrate that
the Poisson model achieves a better fit. The key finding is that
the distribution has extreme values resulting in a heavy right-tail
and this information can be a useful tool to develop improved
channel models.

Index Terms— Diffusion, distribution model, molecular
communication, peak time.

I. INTRODUCTION

MOLECULAR communication (MC) is a communica-
tion paradigm wherein the information is encoded

on molecules — a feature that distinguishes it from conven-
tional communication paradigms, such as electromagnetic-
wave based communication [1]. MC, therefore, has opened up
the possibility of realizing communication networks in harsh
environments (e.g., living tissues), where the conventional
methods may fail and biocompatibility is critical. Another
unique feature of MC is the fluidic media, where the mole-
cules propagate via diffusion and thus the name molecular
communication via diffusion (MCvD) [2]. Thus, molecules
traverse through thermal vibrations and collisions with other
smaller molecules present in the environment, which is com-
monly described by Brownian motion [3]. Diffusion may occur
with and without flow in the media, namely assisted-diffusion
and free-diffusion [1], respectively. This letter focus on the
latter.

Among the envisioned encoding techniques (concentration,
type, number, and time), concentration encoding is widely
studied because of its simplicity [4]. In its most basic
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form, namely binary concentration-shift keying, symbol ‘1’
is encoded by the release of molecules and no such release
for symbol ‘0’. To decode a symbol, a receiver samples
the received signal at some time instant at which a peak in
the concentration (maximum number of molecules) is antici-
pated [5]. If the sampled value is above a desired threshold,
the symbol ‘1’ is decoded, else symbol ‘0’ is decoded. The
aforementioned time instant at which the peak occurs is
referred to as the peak time, which is also considered to be
the time taken by a signal emitted at the transmitter to reach
the receiver [2]. Besides decoding purposes, knowledge of the
peak time is useful to estimate channel parameters [6]–[10]
and also to perform networking functions [11].

The measured peak is reported to be noisy because of the
stochastic nature of the channel [12, p. 57]. Subsequently,
the observed peak time will vary for every symbol slot at the
receiver side that correspond to multiple emissions at the trans-
mitter, and hence the peak time is random. In [5], considering
a passive receiver, the authors indicate that the distribution is a
Poisson distribution, but detailed analysis about the parameters
are not provided. Moreover, for computational purposes, stud-
ies commonly assume it to be a Normal distribution [8], [13].
An accurate description about the distribution of the peak
time can be an effective tool to optimize system designs.
An area that can immediately benefit from the knowledge of
the distribution is symbol detection. Multiple sampling does
not necessarily ensure accurate measurements of the peak time,
but multiple sampling performed in the vicinity of the expected
peak time does. This can lead to a reduction in the number
of sampling intervals that is favorable to the power-limited
receiver. In particular, estimating the amount of variance in
the peak time can be a useful tool to optimize the number of
sampling intervals with a potential of lowering the complexity
of the receiver.

Motivated by the aforementioned reasons, in this study,
we investigate the distribution of the peak time considering an
absorbing receiver in a free-diffusion MCvD system. Briefly,
we derive the semi-analytic expressions of the distribution
when a signal is emitted at the transmitter using both Pois-
son and Normal approximations of the number of absorbed
molecules. Then, we use simulated data from L Monte-Carlo
replications that are analogous to the emission of L bit ‘1’
signals at the transmitter to analyze the histogram of the
distribution and its parameters for various physical settings.

II. SYSTEM MODEL

We consider a point-to-spherical MCvD system as illus-
trated in Fig. 1. It consists of a spherical receiver (Rx) that
is located at a distance d from a point transmitter (Tx) in
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Fig. 1. MCvD system model. Note: Not drawn to scale.

an unbounded 3-D environment. The transmitter emits NTx

number of molecules, emulating an impulse signal, into the
environment, which is analogous to the instantaneous release
of molecules from a vesicle [14]. The emitted molecules dif-
fuse independently, governed by the dynamics of the Brown-
ian motion; and by borrowing the mathematical expressions
from [2], we can observe the location of a molecule at time t as

r[t]=r[t−Δt]+(Δr1, Δr2, Δr3), Δri∼N (0, 2DΔt), (1)

where r[t], ri, D, and Δt are the location vector at time t,
i-th component of the location vector, diffusion coefficient,
and the time step, respectively. N (0, σ2) is the Normal
distribution with mean 0 and variance 2DΔt. The receiver
is considered to be a perfectly absorbing body and is able to
keep track of the absorbed molecules’ count in each sampling
interval. Moreover, the receiver uses a simple peak detector
that can determine the maximum among the sampled counts.
From [2], the hitting rate of the molecules at the receiver,
fhit(t|rr , d, D), and the fraction of molecules absorbed by the
receiver, Fhit(d, t), until time t can be expressed as

fhit(t|rr, d, D) =
(

rr

d + rr

)
d√

4πDt3
exp−d2/4Dt (2)

and Fhit(d, t) =
(

rr

d + rr

)
2Φ

( −d√
2Dt

)
, (3)

respectively, where rr is the radius of the receiver and Φ(·)
denotes the cumulative distribution function of the standard
Normal distribution. Let Tpeak denote the peak time. Then,
the expected peak time, which we denote as E[Tpeak], is pro-
portional to the distance squared and inversely proportional to
the diffusion coefficient and can be written as [2]

E[Tpeak] =
d2

6D
, (4)

where E[·] is the expectation operator. In what follows,
we derive the semi-analytical expressions of the probability
distribution of Tpeak when a signal is emitted at the Tx.

III. PEAK TIME DISTRIBUTION

A. Theoretical Approach: Single Emission Case

Let us consider that at time t = 0, Tx releases NTx number
of molecules, which arrive at the Rx following (1). Time is
discretized into K equal time intervals, such that the k-th
time interval can be represented by tk = (t−k , t+k ) with a
duration equal to Δts = t+k − t−k . Then, we can write the

expected number of absorbed molecules NRx[k] at the k-th
time interval as

E
[
NRx[k]

]
= NTx·

(
Fhit(d, t+k ) − Fhit(d, t−k )

)
. (5)

As the molecules move independently, the distribution of
the number of absorbed molecules in the K intervals can
be modeled as a Multinomial distribution X ∼ M(NTx,p)
[15, p. 197]. Here, X :=

[
NRx[1], · · · , NRx[K]

]
, and M(n,p)

denotes the Multinomial distribution with n independent trials
and probabilities p := [p1, · · · , pK ], where the pk values are
normalized version of

(
Fhit(d, t+k )−Fhit(d, t−k )

)
. Furthermore,

for tractability, we assume independence between consecutive
intervals [16]. Then, when K −→ ∞, we can approximate
the Multinomial random vector by individual Binomial dis-
tribution. Hence, NRx[k] ∼ B

(
NTx, Fhit(d, t+k )−Fhit(d, t−k )

)
,

where B(n, p) is the Binomial distribution with n independent
trials and probability p. Furthermore, if NTx −→ ∞ and(
Fhit(d, t+k )−Fhit(d, t−k )

)−→0, then the Binomial distribution
can be approximated by the Poisson distribution [17]. Thus,
the random variable of NRx[k] molecules can be expressed as

NRx[k] ∼ P(λk), (6)

where P(λ) denotes the Poisson distribution with mean λ and
λk = E

[
NRx[k]

]
. Similarly, applying the Normal approxima-

tion of the Binomial, we obtain

NRx[k] ∼ N (μk, σ2
k), (7)

where N (μ, σ2) is the Normal distribution with mean μ and
variance σ2; and μk = E

[
NRx[k]

]
and σ2

k = E
[
NRx[k]

]
(
1 − Fhit(d, t+k ) + Fhit(d, t−k )

)
. The peak time derived from

the observed samples can then be defined as

Tpeak =
(

argmax
k=1,2,··· ,K

NRx[k] − 0.5
)

Δts, (8)

where the argmax(·) operator extracts the index of the interval
that holds the maximum NRx and the negative constant 0.5
gives the midpoint of that interval. Note that owing to the
stochasticity in diffusion process, the interval with the max-
imum NRx changes for each release of Q molecules at the
transmitter; hence Tpeak is random. In what follows, we derive
the probability of each k-th time interval holding the maximum
number of molecules. For conciseness, we shall use Qk

to denote the event “interval k holds the maximum
NRx among K time intervals”. Then, the probabil-
ity distribution of Qk under (6) can be written as

Pr(Qk)poisson =
NRx(t+K)∑

i=1

Pr
(
NRx[k]= i

) K∏
j �=k

Pr
(
NRx[j]<i

)
,

=
NRx(t+K)∑

i=1

fP(i, λk)
K∏

j �=k

FP(i−1, λj), (9)

where NRx(t+K) =
∑K

k=1 NRx[k] is the total number of
the molecules absorbed until time t+K and fP(x, λ) and
FP(x, λ) are the probability mass function and the cumulative
distribution function of the Poisson distribution, respectively.
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Fig. 2. Distribution of Tpeak with d = 5 μm for (a) D = 79.4 μm2/s (b) D = μm2/s (c) D = 150 μm2/s. μT and βT (denoted by vertical lines) are
the mean and mode, respectively. i denotes the i-th time interval as defined in (13). rr = 10 μm, NTx = 10000 molecules, Δt = 0.1 ms, Δts = 1 ms, and
L = 10000 replications. Each replication last 1 s. Unless specified otherwise, these parameter values are used throughout the letter. Data in this figure are
from a single L = 10000 replications, the remaining figures’ data points are averages of ten L = 10000 replications.

Similarly, the probability distribution of Qk under (7) can be
written as

Pr(Qk)normal =
NRx(t+K)∑

i=1

fN (i, μk, σ2
k)

K∏
j �=k

FN (i−0.5, μj, σ
2
j ),

(10)

where fN (x, μ, σ2) and FN (x, μ, σ2) are the probability
density function and the cumulative distribution function of
the Normal distribution, respectively. Please note that the
approximations are used for NRx[k] and not Qk. We note that
there is no simple closed form solution but (9) and (10) can be
evaluated numerically. Given Δts and Pr(Qk), we can easily
compute the distribution of Tpeak by using (8).

B. Experimental Approach: Multiple Emission Case

Let us consider L replications, which represents the emis-
sion of L identical signals at the Tx. We state that the signals
are identical to each other since Tx emits the same number of
molecules in every emission. Then we denote the estimated
Tpeak of the l-th emission as T̂peak,l, which can be expressed as

T̂peak,l = (kl − 0.5)Δts, (11)

where kl is the index of the interval corresponding to the
maximum NRx in the l-th emission. Now, we can define a
new random vector T as

T := [T̂peak,1, · · · , T̂peak,L]. (12)

Given T, the empirical distribution of Tpeak can written as

Pr(Qi)
sim =

NTpeak [i]
L

, ∀i ∈ K, (13)

where NTpeak [i] is the number of T̂peak values that fall within
the limits of the i-th interval,

[
t−i , t−i + Δts

)
. Statisti-

cally speaking, the empirical Pr
(
Qi

)
values would exhibit

dispersion either from the average value and/or the most
recurring value. The former is called the mean, which we
denote by μT = (

∫
iPr(Qi)simdi − 0.5) · Δts and the

latter is called the mode, which we denote by βT =
(argmaxi Pr(Qi)sim − 0.5) · Δts. The amount of dispersion

is quantified most commonly by the standard deviation,

σT =
√

(
∫

i2Pr(Qi)simdi − 1) · Δts − μ2
T. However, since

the distribution is skewed, we calculate the standard deviation
using the method of five-number summary (the sample median,
the first and third quartiles, and the minimum and maximum
values) [18]. In what follows, we analyze the probability
distribution of the peak time. Note that the data in this study
are generated using a particle-based simulator that incorporates
the effective geometry Monte Carlo algorithm [19].

IV. ANALYSIS OF PEAK TIME DISTRIBUTION

Fig. 2 presents the distribution of Tpeak obtained via sim-
ulations. Firstly, we observe that the actual Tpeak can vary
considerably around the expected Tpeak such that extreme
values of Tpeak can be observed further into the falling slope of
NRx. Secondly, we observe that the distribution is asymmetric
that is left-skewed with a heavy right-tail, confirming the
existence of extreme values. Moreover, the μT and βT are
unequal. These properties fail to meet the criteria of a Normal
distribution. Thirdly, we observe that βT is much closer to the
expected peak time. Therefore, we posit that

βT =
d2

6D
. (14)

Eq. (14) is verified via simulations as shown in Fig. 3. At this
point, we note that the skewed distribution observed here
should not be confused with that for timing channels [20].
It differs in terms of what is described, which is the dis-
tribution of the arrival time of a single molecule. Fig. 4
presents the dispersion in terms of the standard deviation,
where, as expected, the deviations from the expected peak
time grow with distance.

To verify the estimation precision of the peak time
via (11), we determine the 90% confidence intervals. Let
Tpeak ∈ [δ∗α1

, δ∗α2
] with 90% probability. As generally used,

“∗” represents the bootstraped values. δ∗α1
and δ∗α2

denote
the bias corrected and accelerated (BCa) bootstrap confidence
intervals that are the (α1K)th and the (α2K)th ordered values
of the bootstrap replications T̂ ∗

peak distribution, respectively.
Descriptions of α1 and α2 are given in [21, eq. (14.10)].
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Fig. 3. Expected Tpeak from (4) (lines). Squares and circles represent μT

and βT from simulations, respectively.

Fig. 4. Standard deviation of Tpeak.

Fig. 5. 90% confidence intervals of Tpeak. Bootstrap samples were set to L.

In Fig. 5, we can observe that the width of the confidence
interval increases with distance and diffusion coefficient stem-
ming from the fact these parameters influence the amount of
noise in the measured concentration. That said, we observe
that the expected Tpeak falls within the confidence intervals.
Furthermore, we find that the simulated Tpeak as defined
by (11) is in good agreement with the theoretical Tpeak as
defined by (4).

V. PERFORMANCE EVALUATIONS

In Fig. 6, the cumulative distribution functions (CDFs) of
the theoretical models and simulation are presented. We can
see that both the distance and the diffusion coefficient affect
the estimation accuracy of the models. While the simplicity of
the models enables easier mathematical analysis, it is possibly

Fig. 6. CDF of Tpeak from simulation and model.

Fig. 7. CDF and survival analysis of best case scenario (d = 5 μm and
D = 150 μm2/s).

causing the estimation mismatch. For concreteness, we analyze
the estimation mismatch patterns by considering two special
scenarios — best and worst case. For the best case, we set
d = 5µm and D = 150µm2/s, while for the worst case we set
d = 10µm and D = 79.4µm2/s. For a clearer visualization of
the fits, we truncate the CDF to extrapolate the middle region
of the distribution, and we plot the log-log scale of the CDF
and the complementary CDF (CCDF) to extrapolate the left
and right tails of the distribution, respectively.

Fig. 7 and Fig. 8 presents the truncated CDFs (top), the log
CDF (bottom left), and the log CCDF (bottom right) for best
and worst case scenarios, respectively. About the distribution,
in the best case (cf. Fig. 7), both models overestimate the
distribution, while in the worst case (cf. Fig. 8) the Poisson
model underestimates and the Normal model switches from
underestimating to overestimating after 0.25 s. About the tails,
in the best case, the Poisson model does a slightly better
approximation, while in the worst case the Poisson model
approximates the data much better. We infer that the Normal
model assigns to the extreme tail values probabilities that
reduce rapidly. Overall, the extreme values are much more
common than the prediction of the models.

Next, we analyze the distance between the CDFs of the
data and the models using the normalized sum of the absolute
difference in the cumulative distributions (NSADCD) which
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Fig. 8. CDF and survival analysis of worst case scenario (d = 10 μm and
D = 79.4 μm2/s).

Fig. 9. NSADCD versus distance.

can be written as

NSADCD =
K∑

k=1

∣∣∣F mod
Tpeak

[k] − F sim
Tpeak

[k]
∣∣∣ , (15)

where FTpeak(x) = Pr
(
Tpeak ≤ x

)
and “mod” denotes the

models. From Fig. 9, we observe that the Poisson model’s
NSADCD is lower than that of the Normal model’s. This
is expected because the Poisson model performs a better fit,
resulting in a smaller difference between its CDF and that
of the data. Moreover, we can observe that even with an
increase in the measured concentration’s noise, the Poisson
model captures the distribution much better than the Normal
model. Thus, in line with the earlier findings, we can infer
that the distribution is asymmetric.

VI. CONCLUSION

In this letter, we demonstrated that the peak time distribution
of the hitting time histogram exhibits a left-skewed heavy
right-tail distribution and showed that the expected peak time
can be characterized by the mode of the distribution. Poisson
and Normal approximations of the absorbed molecules were
used to carry out the theoretical analysis, resulting in semi-
analytical expressions. The evaluations carried out with the

approximated models confirmed that the distribution is asym-
metric. Most specifically, the extreme values of the distribution
were effectively captured by the Poisson model. The derived
formulations can be extended to different types of receiver
by plugging in the appropriate Fhit(d, t) formula in (5). With
these findings, it is understood that the asymmetric nature of
the distribution and its extreme values are essential parameters
that must be considered in the development of accurate system
models.
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