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Introduction to the Issue on Automatic Assessment of
Health Disorders Based on Voice, Speech, and

Language Processing

I. INTRODUCTION

A PPROXIMATELY one-fifth of the world’s population suf-
fer or have suffered from voice and speech production

disorders due to diseases or some other dysfunction. Thus,
there is a clear need for objective ways to evaluate the quality
of voice and speech as well as its link to vocal fold activity,
to evaluate the complex interaction between the larynx and
voluntary movements of the articulators (i.e., lips, teeth, tongue,
velum, jaw, etc), or to evaluate disfluencies at the language level.
The underlying assumption is that deviations from patterns that
might be considered normal can be correlated with many differ-
ent symptoms and psychophysical situations. However, despite
a large effort in this field in the last few years, useful services
are still far fewer than those in other areas of speech technology
(text-to-speech synthesis, speech recognition, speaker recogni-
tion and verification, etc.) and, as a result, many results have not
been transferred to clinical settings.

In addition, the processing of the speech signal not only lets
evaluate voice disorders, but also opens the door to contribute to
the examination of other health disorders. The current state of the
art is now opening the possibility of early detection, monitoring
and evaluation of certain pathologies whose etiology is not
directly related to the speech apparatus, such as Alzheimer’s,
Parkinson, other Parkinsonisms (amyotrophic lateral sclerosis,
Huntington’s disease …), dementia, autism, attention deficit hy-
peractivity disorder, depression, and obstructive sleep apnea,
among others, which manifest certain alterations in speech at
phonation, articulation, prosodic, or even linguistic levels.

The maturity of current speech technologies and earlier re-
sults reported in the specific field of this issue demonstrate the
potential of addressing these challenges to provide new tools for
clinicians. However, the application of speech technologies to
the assessment of voice and health disorders is not restricted
to the medical area alone, as it may also be of interest in
forensic applications, the assessment of voice quality for voice
professionals such as singers, the evaluation of stress and fatigue,
the evaluation of surgical as well as pharmacological treatments
and rehabilitation, etc.
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II. OVERVIEWS

Motivated by the aforementioned observations, this special
issue of the IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL

PROCESSING puts together the most recent research about the
Automatic Assessment of Health Disorders based on voice,
speech and language processing. The special issue features
20 original articles out of the 53 submissions received world-
wide, which can be roughly categorized in seven different
categories: diagnosis and modelling of obstructive sleep ap-
nea; evaluation and detection of cognitive disorders; assess-
ment of neurological disorders; detection of speech and voice
disorders; voice and speech assessment and detection; assess-
ment and detection of mood disorders; and voice and speech
modelling. In the following subsections of this Editorial, we
briefly outline the contribution of each paper to the special
issue.

A. Diagnosis and Modelling of Obstructive Sleep Apnea

In“Modeling Obstructive Sleep Apnea voices using Deep
Neural Network Embeddings and Domain-Adversarial Train-
ing,” Espinoza-Cuadros et al. use state-of-the-art speaker recog-
nition techniques based on acoustic subspace modeling (i-
vectors), and deep neural network embeddings (x-vectors), and
show a weak connection between speech and Obstructive Sleep
Apnea (OSA). The authors hypothesize that this weak effect is
due to undesired sources of variability as speakers’ age, body
mass index (BMI), or height, and introduce Domain-Adversarial
Training to remove these sources of variability. Results show
an increase of accuracy taking Body Mass Index (BMI) as
adversarial domain.

The paper “Diagnosis of Obstructive Sleep Apnea using
Speech Signals from Awake Subjects,” by Zigel et al., intro-
duces a system for the diagnosis of OSA fusing three different
sub-systems fed with features extracted from breathing seg-
ments within continuous speech signals, information acquired
from sustained vowels using a convolutional neural network,
and inherent information in continuous speech signals using a
recurrent neural network. Each sub-system provided an apnea-
hypopnea index (AHI) estimation and was combined with age
and BMI to train a single system that estimates AHI using a
linear regression.
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B. Evaluation and Detection of Cognitive Disorders

The paper “Pragmatic Aspects of Discourse Production for
the Automatic Identification of Alzheimer’s Disease,” by Pom-
pilli et al., characterizes language abilities for the automatic
identification of Alzheimer Disease (AD) from narrative de-
scription tasks by also incorporating pragmatic aspects of speech
production. The authors, investigate the relevance of a set of
pragmatic features extracted from an automatically generated
hierarchy graph in combination with a complementary set of
state of the art features encoding lexical, syntactic and semantic
cues. Experimental results suggest improvements identifying
AD patients when pragmatic features are incorporated to the
set of lexico-semantic features.

In “An Assessment of Paralinguistic Acoustic Features for
Detection of Alzheimer’s Dementia in Spontaneous Speech,” Luz
el al. present a study of the predictive value of purely acous-
tic features automatically extracted from spontaneous speech
for AD dementia detection, from a computational paralinguis-
tics perspective. The effectiveness of several state-of-the-art
paralinguistic feature sets for AD detection were assessed on
spontaneous speech dataset. The feature sets assessed were
the extended Geneva minimalistic acoustic parameter set, the
emobase feature set, the ComParE 2013 feature set, and new
Multi-Resolution Cochleagram features. The authors introduce
a new active data representation method for feature extraction
in AD dementia recognition. Results show that classification
models based solely on acoustic speech features extracted with
the method proposed can achieve accuracy levels comparable
to those achieved by models that employ higher-level language
features.

With an emphasis on cognitive and thought disorders, the
manuscript “A Review of Automated Speech and Language
Features for Assessment of Cognition and Thought Disorders,”
by Voleti et al., reviews a set of features from recorded and
transcribed speech to objectively assess the speech and lan-
guage, for the early diagnosis of the disease, and for track-
ing it after diagnosis. The study reviews existing speech and
language features used in this domain, discuss their clinical
application, and highlight their advantages and disadvantages.
The authors review features to measure complementary dimen-
sions of cognitive-linguistics, including syntactic complexity,
language diversity, semantic coherence, and timing. The review
concludes with a proposal of new research directions to further
advance the field.

The paper “A Multimodal Interlocutor-Modulated Atten-
tional BLSTM for Classifying Autism Subgroups during Clin-
ical Interviews,” by Yun-Shao et al., proposes a computational
framework for differentiating three Autism Spectrum Disor-
der (ASD) subgroups: Autistic Disorder vs. High Functioning
Autism vs. Asperger. The authors used two different Bidirec-
tional Long-Short Term Memory (BLSTM) networks to model
the speech and gestural movement separately and a deep fusion
network to combine the information for the final classification.
Data were obtained during interviews based on the Autism
Diagnostic Observation Schedule (ADOS) protocol, which is
considered the gold standard in the clinic to assess the severity

of ASD. The multimodal approach embeds the interlocutors
behavior coordination using the interlocutor modulation atten-
tion mechanism, where it automatically learns to emphasize the
important part during the interaction progression.

In “Transitive Entropy - A Rank Ordered Approach for Natu-
ral Sequences,” Back et al. propose a new probabilistic measure,
termed Transitive Entropy (TE) to tackle with the characteriza-
tion of changes in language due to diseases such as dementia.
The authors show that degenerative solutions can occur when
using current entropy measures, being them less suitable for
classifying disorders in natural language. The TE is proposed to
overcome this problem. The authors examine the properties of
the proposed entropy measure and demonstrate its effectiveness
on successfully classifying patient dementia by application to a
probabilistic model of pause length in the speech.

C. Assessment of Neurological Disorders

In “Automatic Assessment of Sentence-Level Dysarthria In-
telligibility using BLSTM,” Bhat et al. propose a machine
learning-based method to automatically classify dysarthric
speech into intelligible and unintelligible using BLSTM net-
works. Additionally, the paper presents a method to use the avail-
able pre-trained acoustic models for transfer-learning, showing
that this method was able to handle channel noise, providing a
significant improvement in comparison to traditional machine
learning methods.

The paper “Automatic Assessment of Speech Impairment
in Cantonese-speaking People with Aphasia,” by Qin et al.,
describes a fully automated system for speech assessment of
Cantonese-speaking people with aphasia (PWA). The authors
used a deep neural network based automatic speech recogni-
tion system for aphasic speech trained with both in-domain
and out-of-domain speech data. Story-level embedding and a
siamese network are applied to derive text features, which are
used to quantify the difference between aphasic and unim-
paired speech. The proposed text features are combined with
conventional acoustic features to cover different aspects of
speech and language impairment in PWA. Results show a
high correlation between predicted scores and subject assess-
ment scores. The siamese network significantly outperforms
story-level embedding in generating text features for automatic
assessment.

Mariya et al., in “Data Augmentation using virtual micro-
phone array synthesis and multi-resolution feature extraction for
isolated word dysarthric speech recognition,” propose the use of
data augmentation techniques to create new corpora of dysarthric
speech. The authors, developed a two-level data augmentation
from dysarthric speech using virtual microphone array synthesis
and multi-resolution feature extraction. With the augmented
speech data, an isolated word Automatic Speech Recognition
(ASR) system was trained and tested with two additional corpora
of dysarthric speech. Performance of the ASR system showed a
reduced word error rate for low and very low intelligible speakers
with dysarthria compared to recent works on data augmentation
reported for dysarthric speech recognition.
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D. Detection of Speech and Voice Disorders

In “Prediction of creaky speech by recurrent neural networks
using psychoacoustic roughness,” Villegas et al. developed a
psychoacoustic roughness model as a predictor of creaky voice.
The authors used a simple bi-directional Recurrent Neural Net-
work to predict the presence of creakiness in vocalic segments
from only roughness traces. The proposed roughness-based pre-
dictor eases interpretation and comparison of creakiness among
corpora and suggests that roughness prediction models could be
successfully used for classification of creaky intervals in speech.

The paper “Analysis and Detection of Pathological Voice
using Glottal Source Features,” by Sudarsana et al., provides
a systematic analysis of glottal source features and investigates
their effectiveness in voice pathology detection. Glottal source
features are extracted using glottal flows estimated with the
quasi-closed phase (QCP) glottal inverse filtering method, using
approximate glottal source signals computed with the zero fre-
quency filtering (ZFF) method, and using acoustic voice signals
directly. In addition, the authors propose to derive mel-frequency
cepstral coefficients (MFCCs) from the glottal source wave-
forms computed by QCP and ZFF to effectively capture the
variations in glottal source spectra of pathological voice. The
analysis revealed that the glottal source contains significant
information that discriminates normal and pathological voice,
being complementary to the information provided by the con-
ventional MFCCs and Perceptual Linear Prediction features.

E. Voice and Speech Assessment and Detection

In “Automated Speech Production Assessment of Hard of
Hearing Children,” Czap presents a method for the automated
speech production assessment (ASPA) of hearing impaired chil-
dren, providing feedback about the pronunciation quality of
words and sentences uttered during unsupervised practice in
the course of speech development. The essence of the ASPA
method is the joint assessment of sound and rhythm errors. The
method uses the output activity of the neural networks trained to
classify speech sounds to assess sound correctness. A dynamic
time warping adapted to the speech of the hearing impaired was
used to determine rhythm errors. The novelty of the procedure
is that it provides a method for the assessment of non-typifiable
pronunciation errors.

Chandrashekar et al., in“Spectro-Temporal Representation of
Speech for Intelligibility Assessment of Dysarthria,” explore the
use of spectro-temporal representations for speech intelligibility
assessment of dysarthric speech. The authors investigate the
use of spectro-temporal representations to evaluate intelligibility
levels using artificial neural network (ANN) and convolutional
neural network (CNN), concluding that the CNN classifier per-
forms better than the one based on ANN. The authors also
tested time-frequency CNN configurations, which improved
their performance in comparison with time or frequency CNN
configurations.

In “The Automatic Detection of Speech Disorders in Children:
Challenges, Opportunities and Preliminary Results,” Shahin
et al. discuss three key challenges in processing child disordered
speech. First, authors investigate the effectiveness of high-level

paralinguistic features in disordered speech detection to reduce
the dependency on annotated data, training a binary classi-
fier using paralinguistic features extracted from both typically
developing children and those suffering from Speech Sound
Disorders. Second, the authors tackle the speech disorder de-
tection as an anomaly detection problem where models were
trained on typically developing speech, reducing the need for
disordered training data. An anomaly detection-based system
was trained with speech attribute features to classify between
typical and atypical phoneme pronunciations of children with
speech disorder. Finally, they test the efficiency of an x-vector
based speaker diarization technique in pediatric therapy session
recordings, successfully distinguishing between therapist and
child speech.

In “Multimodal and multi-output deep learning architectures
for the automatic assessment of voice quality using the GRB
scale,” Arias-Londoño et al. propose a technique based on deep
learning to objectively evaluate the speech according to the
perceptual criteria commonly used in the clinic by phoniatri-
cians and speech therapists. The ultimate goal is contributing to
remove the subjectivity of an evaluation process widely affected
by intra- and inter-rater variability.

F. Assessment and Detection of Mood Disorders

The paper “Automatic Assessment of Depression from Speech
via a Hierarchical Attention Transfer Network and Attention
Autoencoders,” by Zhao et al. contributes to the field of quan-
titative mental health research with a deep learning approach
that combines unsupervised learning, knowledge transfer and
hierarchical attention for the task of speech-based depression
severity measurement. The authors propose an attention trans-
fer process that transfers attentions to measure the depression
severity in both frame and sentence levels across tasks. The
paper also proposes a novel hierarchical attention autoencoder
paradigm that applies attention mechanisms to train hierarchical
autoencoders capable of generating representations of depressed
speech in an unsupervised manner.

Huang et al., in“Natural Language Processing Methods for
Acoustic and Landmark Event-based Features in Speech-based
Depression Detection,” propose a framework for analyzing
speech as a sequence of acoustic events, and investigates its
application to depression detection. Acoustic space regions are
tokenized to ‘words’ representing speech events at fixed or
irregular intervals. This tokenization allows the exploitation
of acoustic word features using natural language processing
methods. An advantage of this framework is its ability to accom-
modate heterogeneous event types, combining acoustic words
and speech landmarks, which are articulation-related speech
events.

G. Voice and Speech Modelling

The paper “Improved subglottal pressure estimation from
neck-surface vibration in healthy speakers producing non-modal
phonation,” by Lin et al., describes a non invasive methodology
to improve the estimation of subglottal pressure during natural
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speech from neck surface vibration during non-modal phona-
tion by incorporating accelerometer-based measures of cepstral
peak prominence, fundamental frequency, and of the subglottal
impedance-based inverse filtering waveform. The method has
the potential to be used for the clinical assessment of voice dis-
orders, particularly in ambulatory monitoring and biofeedback.

Pandei et al., in“Epoch Detection Using Hilbert Envelope for
Glottal Excitation Enhancement and Maximum-Sum Subarray
for Epoch Marking,” present a novel technique for detecting
glottal excitation epochs with an application to the challenging
scenario of the analysis of pathological voices, in which period-
icity is significantly affected by different types of perturbations.

III. SUMMARY

This special issue is expected to contribute to make this
field more open and visible to speech and signal processing
experts, presenting the state of the art and the potentiality of the
current speech and language technologies to contribute to solve
important challenges that were partially hidden to the scientific
community. Moreover, it is expected to contribute to stimulate
the multi and interdisciplinary work that has evolved the speech
technologies from its very early stages, but with a turn to the
biomedical field.

The emphases are on both basic and applied research related
to the monitoring of voice and speech production status, as
well as in the clinical evaluation of new developments. From
these papers, we hope that the interested reader will find useful
suggestions and further stimulation to carry on research in this
field.

This special issue is expected to elucidate not only the techni-
cal, but also some of the clinical difficulties inherent to the field,
providing a forum for sharing thoughts on how to overcome
them.

Although there has been significant progress in the field,
there are many future challenges, including the interpretation of
learned models, adversarial examples, the lack of reproducibility
due to the non-existence of open corpora, the existence of
comorbidities affecting the different disorders, and problems
associated with data-poor domains.
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