
172 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 13, NO. 1, MARCH 2019

Sparse Representation of a Spatial Sound Field
in a Reverberant Environment

Shoichi Koyama , Member, IEEE, and Laurent Daudet , Senior Member, IEEE

Abstract—This paper investigates sound-field modeling in a real-
istic reverberant setting. Starting from a few point-like microphone
measurements, the goal is to estimate the direct source field within
a whole three-dimensional (3-D) space around these microphones.
Previous sparse sound field decompositions assumed only a spatial
sparsity of the source distribution, but could generally not handle
reverberation. We here add an explicit model of the reverberant
sound field, that has two components: the first component sparse
in the plane-wave domain, the other component low-rank as a mul-
tiplication of transfer functions and source signals. We derive the
corresponding decomposition algorithm based on the alternating
direction method of multipliers. We furthermore provide empiri-
cal rules for tuning the two parameters to be set in the algorithm.
Numerical and experimental results indicate that the decomposi-
tion and reconstruction performances are significantly improved,
in the case of reverberant environments.

Index Terms—Sound field decomposition, sparse representation,
sound field recording, source identification, reverberation.

I. INTRODUCTION

THE estimation of a space-varying acoustic field, inside a
target region, by interpolating from a discrete set of point

measurements by microphones, is referred to as sound field es-
timation, which is a fundamental inverse problem in acoustics.
Such estimation can be applied to various acoustic measurement
tasks, e.g., visualization of an acoustic field [1]–[3], identifica-
tion of sound sources [4]–[7], and capturing a sound field for
reproduction using loudspeakers or headphones [8]–[11].

When the region to be estimated does not include any sources,
the sound field can be reconstructed by representing it as a
linear combination of element solutions of the homogeneous
Helmholtz equation, such as plane waves or harmonic functions,
i.e., sound field decomposition. This decomposition-based strat-
egy is well-known as a theoretical foundation of Fourier acous-
tics and near-field acoustic holography [12]. It is also possible
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to apply the equivalent source method [13], [14], which is based
on the representation by using Green’s functions on the ficti-
tious boundary enclosing the target region. On the contrary, the
sound field estimation inside a region including sources is an ill-
posed problem. This requires some assumptions on the sources
because the target sound field is now governed by the inhomoge-
neous Helmholtz equation that contains an arbitrary function of
the source distribution. Even for the estimation of the homoge-
neous field, the sound field decomposition only by plane waves
or harmonic functions suffers from errors originating from the
discrete sampling of the target field by microphones, which is
referred to as spatial aliasing artifacts.

Owing to the recent development of sparse decomposition
algorithms in the context of compressed sensing [15], the sparse
representation of acoustic fields has been proved to be an ef-
fective regularization framework in several applications, such
as acoustic holography [16], source localization [17], [18], esti-
mation of room transfer functions [19], and sound field record-
ing [20], [21]. In these models, it is assumed that the sound
field can be well approximated in a low-dimensional subspace,
that can be estimated from a small number of incoherent mea-
surements. In practice, such an assumption improves the spatial
resolution on the acoustic measurement and estimation.

Sparse sound field decompositions are typically based on the
spatial sparsity of the sound sources. In the far-field, the corre-
sponding sound field is approximated by a small number of plane
waves. This assumption approximately holds when the region
of interest does not include any sources and the array aperture of
microphones is relatively small. Besides, based on the Vekua’s
theory [22], any homogeneous sound field in a bounded convex
region can be well approximated by a limited number of plane
waves with some guarantees on the approximation quality.

In this study, we focus on sound field estimation in the near-
field, where the region of interest includes sound sources and
the array aperture of microphones is relatively large, but also
in a possibly reverberant setting, which is a typical scenario
in sound field recording for reproduction [9], [10]. In [23], the
near-field sources are assumed to be sparsely distributed inside
the predefined source region. The fundamental solutions inside
the source region, i.e., Green’s functions, are used as the basis
functions for decomposition, in order to approximately repre-
sent the solution of the inhomogeneous Helmholtz equation. By
using sparse decomposition algorithms, the target sound field is
decomposed into a sum of its particular and homogeneous solu-
tions, which can be regarded as the direct and reverberant com-
ponents, respectively. For many of the applications discussed
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above, an accurate estimation of the direct sound field is needed.
In weakly reverberating environments, or in the case of a diffuse
sound field, the reverberant components can be assumed spa-
tially uncorrelated, and hence easily separated. However, this
assumption is not valid in a highly reverberant environment,
when strong early reflections exist outside the source region,
and this may significantly impact the decomposition accuracy.
To overcome this problem, the reverberant component has to be
explicitly modeled.

Here, we introduce a general model for sound field decompo-
sition in a reverberant environment, whose preliminary results
were presented in [24]. It models the sound field as the sum
of two components: the direct source field and the reverber-
ant field. The direct source component is assumed to follow a
spatially sparse source distribution, as in [23]. We model the
reverberant component as the sum of sparse in the plane-wave
domain and low-rank matrices. A convex relaxation of the prob-
lem can be derived, that brings an efficient decomposition algo-
rithm based on the alternating direction method of multipliers
(ADMM) [25], [26].

This paper is organized as follows: The sound field model
and its sparse decomposition in current methods are given in
Sect. II. In Sect. III, the proposed method for decomposing a
reverberant sound field is described. Numerical simulations and
experimental results are reported in Sect. IV. Finally, Sect. V
concludes this paper.

A. Notation

Italic letters denote scalars, lower-case boldface letters denote
vectors, and upper-case boldface letters denote tensors of two
or more orders including matrices. Real and complex numbers
are denoted by R and C, respectively.

Subscripts of scalars, vectors, and tensors stand for their in-
dexes. For example, xij is the (i, j)th entry of matrix X, and
xij and Xi are the (i, j)th vector and ith matrix extracted from
a third-order tensor X, respectively.

The complex conjugate, conjugate transpose, and inverse are
denoted by superscripts (·)∗, (·)H, and (·)−1 , respectively. The
absolute value of a scalar x is denoted as |x|. The �p -norm of
a vector x is denoted as ‖x‖p . The Frobenius norm of a matrix
X is denoted as ‖X‖F . Superscript (·)(i) stands for the ith
iteration.

II. SOUND FIELD MODEL AND ITS SPARSE DECOMPOSITION

A. Representation of Inhomogeneous Sound Field

We firstly formulate our sound field model, which is also de-
scribed in [21], [23]. As shown in Fig. 1, we assume that a sound
field consists of near-field sound sources inside a source region
Ω. Sound pressures are measured inside Ω and/or its peripheral
area using multiple microphones. By denoting the sound pres-
sure of the angular frequency ω at position r as u(r, ω), u(r, ω)
satisfies the following inhomogeneous Helmholtz equation:

(
∇2 + k2) u(r, ω) = −Q(r, ω), (1)

Fig. 1. Sound field inside a region Ω including sources. The direct sound field
for continuous r is to be estimated from the measurements by microphones.

with unknown boundary condition on the room surface. Here,
Q(r, ω) is the distribution of the sources inside Ω and k = ω/c
is the wave number when the sound velocity is c. Note that the
boundary condition is imposed on an unknown room surface that
is independent of Ω. We hereafter omit ω for notational simplic-
ity. The solution u(r) of (1) becomes the sum of the particular
and homogeneous solutions, uP(r) and uH(r), respectively,

u(r) = uP(r) + uH(r). (2)

The particular solution uP(r) can be obtained by convolution
of Q(r) with the three-dimensional free-field Green’s function
G(r|r′) inside Ω as

uP(r) =
∫

r ′∈Ω
Q(r′)G(r|r′)dr′. (3)

Here, the free-field Green’s function G(r|r′) is defined as

G(r|r′) =
ejk‖r−r ′‖2

4π‖r− r′‖2
, (4)

where G(r|r′) corresponds to the transfer function of the
monopole between r and r′. The homogeneous solution uH(r)
is determined by uP(r) and u(r) satisfying the boundary con-
dition on the room surface, which can be represented as a linear
combination of plane-wave or harmonic functions [12]. Finally,
our sound field model can be represented as

u(r) =
∫

r ′∈Ω
Q(r′)G(r|r′)dr′ + uH(r). (5)

It is assumed that M microphones are placed at rm (m ∈
{1, . . . , M}). Our objective is to estimate uP(r) for continuous
r as well as Q(r) from the discrete set of pressure measurements
u(rm ).

B. Sparse Sound Field Decomposition for Estimation of
Inhomogeneous Field

We here assume that the source distribution is spatially sparse,
to solve (5). First, we discretize the region Ω into a set of small
regions Ωn (n ∈ {1, . . . , N}). The representative point of Ωn is
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defined as a grid point and its location is denoted as rn . Then,
uP(r) is approximated as

uP(r) =
N∑

n=1

∫

r ′∈Ωn

Q(r′)G(r|r′)

≈
N∑

n=1

G(r|rn )
∫

r ′∈Ωn

Q(r′)dr′. (6)

The signals received by the microphones are converted into
the time-frequency domain, for example, by using short-time
Fourier transform (STFT). We denote the signals at tth time
frame (t ∈ {1, . . . , T}) and f th frequency bin (f ∈ {1, . . . , F})
as yt,f ∈ CM , whose elements consist of u(rm ). The dictionary
matrix consisting of G(rm |rn ), the vector of the source distribu-
tion inside Ωn , and the vector of the homogeneous term uH(rm )
are also defined as Df ∈ CM×N , xt,f ∈ CN , and zt,f ∈ CM ,
respectively. Thus, (5) is represented in a matrix form as

yt,f = Df xt,f + zt,f . (7)

We also define third-order tensors Y ∈ CM×T ×F , X ∈
CN×T ×F , and Z ∈ CM×T ×F by collecting yt,f , xt,f , and zt,f

for all t and f . Therefore, X needs to be estimated from Y
given Df . Note that (7) is an underdetermined linear equation
because N is assumed to be much larger than M .

Under the assumption that the source distribution is spatially
sparse, xt,f will have few non-zero elements. Such a solution
can be obtained by solving the following optimization prob-
lem [27]:

minimize
xt , f

1
2
‖yt,f −Df xt,f ‖22 + λ ‖xt,f ‖pp , (8)

where ‖ · ‖p represents the �p -norm and 0 < p ≤ 1. A number
of algorithms to solve (8) have been investigated in the last
decades, particularly in the context of compressed sensing [15].
By setting p = 1, (8) becomes a convex problem and various
convex optimization algorithms can be applied [27]. When p <
1, iteratively reweighted least-squares algorithms are typically
used [18], [28]. We here focus on the case of p = 1. In addition,
it can be assumed that the indexes of the non-zero values of
xt,f are consistent for t and f when the sources are static and
the source signals are broadband. This group-sparse assumption
can be incorporated to increase the robustness of the sparse
decomposition by using �1,2-norm penalty term as [23], [29]

minimize
X

1
2

T∑

t=1

F∑

f =1

‖yt,f −Df xt,f ‖22 + λ ‖X‖1,2 , (9)

where λ is the constant balancing parameter and the �1,2-norm
‖ · ‖1,2 is defined as

‖X‖1,2 =
N∑

n=1

√√
√
√

T∑

t=1

F∑

f =1

|xn,t,f |2 . (10)

Note that the �1,2-norm is defined for the third-order tensor
by generalizing its standard definition. Again, various convex
optimization algorithms can be applied to solve (9).

Algorithm 1: Accelerated Proximal Gradient Method
for (9).

Initialize Φ(1) (=X(1)) and set i = 1 and s(1) = 1.
while (13) and (14) are satisfied or i reaches predefined
maximum value do

X(i+1) ← T 1,2
λ/ηD

(
φ

(i)
t,f − 1

ηD
DH

f (Df φ
(i)
t,f − yt,f )

)

s(i+1) ←
(
1 +

√
1 + 4(s(i))2

)
/2

Φ(i+1) ← X(i+1) + s( i )−1
s( i + 1 ) (X(i+1) −X(i))

i← i + 1
end while

For example, in the proximal gradient method [30], the solu-
tion of (9) is obtained by iteratively updating X as

X(i+1) = arg min
X

λ ‖X‖1,2 +
ηD

2

T∑

t=1

F∑

f =1

‖xt,f

−
(
x(i)

t,f −
1

ηD
DH

f

(
Df x

(i)
t,f − yt,f

))∥
∥
∥
∥

2

2

= T 1,2
λ/ηD

(
x(i)

t,f −
1

ηD
DH

f

(
Df x

(i)
t,f − yt,f

))
, (11)

where T 1,2
α (·) is the soft-thresholding operator defined as

{
T 1,2

α (A)
}

n,t,f
= max

(
1− α

‖An‖F
, 0

)
an,t,f . (12)

The update rule (11) is obtained by linearization of the first
term of (9) around x(i)

t,f and applying proximal operator for the
�1,2-norm [31]. Here, ηD is a constant parameter that should sat-
isfy ηD > σ2

max(Df ), where σ2
max(·) represents the maximum

eigenvalue. In addition, the convergence rate can be improved
by acceleration using s(i) in the fifth line of Algorithm 1 [30],
[32]. The stopping rule of this algorithm is obtained based on
Karush–Kuhn–Tucker (KKT) condition [26] as

F∑

f =1

‖Df Xf −Yf ‖F
/
‖Y‖F ≤ ξ1 (13)

ηD

∥
∥
∥X(i+1) −X(i)

∥
∥
∥

F

/
λ ‖Y‖F ≤ ξ2 , (14)

where ξ1 and ξ2 are the sufficiently small constants. The maxi-
mum number of iterations can also be set.

III. SPARSE SOUND FIELD DECOMPOSITION IN

REVERBERANT ENVIRONMENT

In (9), the reverberant component zt,f is treated as a small
residual, assuming a complex Gaussian distribution. However,
this does not hold in a reverberant environment, which deteri-
orates the estimate of the direct component xt,f . For a more
accurate and robust decomposition, one needs an explicit model
of the reverberant component - such a model is the main con-
tribution of this study. Here, we assume that the reverberant
component zt,f is the sum of two components: the first part is
sparse in the plane-wave domain and the second part is low-rank.
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A. Reverberation Modeling

Referring to Vekua’s theory [22], any homogeneous sound
field in a bounded convex region can be well approximated by
a limited number of plane waves, which is successfully applied
in various contexts [16], [19]. The homogeneous term uH(r) is
represented by the linear combination of L plane wave functions
as

uH(r) ≈
L∑

l=1

ϕle
jkT

l r , (15)

where l (∈ {1, . . . , L}) is the index of plane wave, kl is the
wave vector of the lth plane wave, and ϕl is its weight co-
efficient. When L is sufficiently large, most elements of ϕl

can be approximated as zero. We denote the dictionary matrix
of the plane wave functions ejkT

l rm and the vector of ϕl as
Wf ∈ CM×L and ut,f ∈ CL , respectively. Then, zt,f is repre-
sented as

zt,f = Wf ut,f , (16)

where the limited number of elements of ut,f will have nonzero
values. When the sound field is static within T time frames,
same plane waves can be used to represent zt,f for all T time
frames and their weights only change. It is also assumed that
the same subset of plane wave directions can be used for all F
frequency bins because the set of plane waves for approximating
a sound field at high frequencies is sufficient to approximate that
at low frequencies. Thus, by denoting U ∈ CM×L×F consisting
of ut,f , such a solution can be obtained by solving the following
optimization problem:

minimize
X ,U

‖X‖1,2 + μ‖U‖1,2

subject to yt,f = Df xt,f + Wf ut,f , (17)

where μ is the balancing parameter.
In a different perspective, the reverberant component can be

approximated as the multiplication of the source signals and
their transfer functions excluding the direct path [33]. When
the source signal and transfer function excluding the direct path
of the jth source (j ∈ {1, . . . , J}) are defined as sj and hj (r),
respectively, uH(r) is represented as

uH(r) ≈
J∑

j=1

hj (r)sj . (18)

We denote the transfer function matrix consisting of hj (r) and
the vector of the source signal sj asHf ∈ CM×J and st,f ∈ CJ ,
respectively. Then, zt,f is represented as

zt,f = Hf st,f . (19)
We assume that the transfer function hj (r) is static within T
time frames. Then, by using Sf ∈ CJ×T consisting of st,f ,
Zf = [z1,f , . . . , zT ,f ] is represented as

Zf = Hf Sf . (20)

Since the spatial sparsity of the source distribution Q(r) is as-
sumed, J will be sufficiently small compared to the number of
microphones. Therefore, the rank of Zf will approximately cor-
respond to the number of sources J , which leads to the low-rank

spatial covariance matrix Zf ZH
f as typically used in the litera-

ture of array processing [34]. By newly defining V ∈ CM×T ×F

consisting of vt,f = Hf st,f , such a solution can be obtained by
solving the following optimization problem:

minimize
X ,V

‖X‖1,2 + ν
F∑

f =1

‖Vf ‖∗

subject to yt,f = Df xt,f + vt,f , (21)

where ‖ · ‖∗ represents the nuclear norm, which is the tightest
convex lower bound of the rank function [35], and ν is the
balancing parameter. We use the same ν for all the frequency
bins to simplify the problem. This low-rank assumption will
hold when both the number of sources J and the length of the
transfer function hj (r) are not very large.

In the first model, although the set of plane waves can well
approximate a homogeneous sound field, the optimal number of
plane waves for the estimation of X with separating U depends
on the shape and size of the target region Ω as well as the
angular frequency ω [22]. Moreover, it is empirically known
that the plane-wave approximation of the homogeneous field
is sensitive to the setting of the balancing parameter μ. In the
second model, although the low-rank matrix is more flexible
and can represent any static transfer functions within the time
frame, the separation of X and V is not a trivial task because
the direct component also has a low-rank structure. Besides, the
constant balancing parameter ν for all the frequency bins limits
its flexibility. To compensate for their drawbacks, we propose a
hybrid model of U and V. Therefore, zt,f is represented as

zt,f = Wf ut,f + vt,f . (22)

minimize
X ,U ,V

‖X‖1,2 + μ‖U‖1,2 + ν
F∑

f =1

‖Vf ‖∗

subject to yt,f = Df xt,f + Wf ut,f + vt,f . (23)

This proposed model is intended that the sparse plane waves
U and low-rank matrices V produce a complementary effect to
represent the reverberant component to estimate X with sepa-
rating Z from Y.

B. ADMM for Sparse Sound Field Decomposition

Since the optimization problem (23) is convex, there are sev-
eral choices to solve (23). We use ADMM because of its com-
putational efficiency and its flexibility.

First, we define the augumented Lagrangian function L as

L(X,U,V,Θ) = ‖X‖1,2 + μ ‖U‖1,2 + ν
F∑

f =1

‖Vf ‖∗

+
T∑

t=1

F∑

f =1

〈θt,f ,Df xt,f + Wf ut,f + vt,f − yt,f 〉

+
1
2ρ

T∑

t=1

F∑

f =1

‖Df xt,f + Wf ut,f + vt,f − yt,f ‖22 , (24)
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where 〈·, ·〉 represents the inner product, Θ ∈ CM×T ×F is the
Lagrangian multiplier, and ρ > 0 is a constant parameter. In
ADMM, each variable is alternately updated, starting with ar-
bitrary initial values as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X(i+1) = arg min
X

L
(
X,U(i) ,V(i) ,Θ(i)

)

U(i+1) = arg min
U

L
(
X(i+1) ,U,V(i) ,Θ(i)

)

V(i+1) = arg min
V

L
(
X(i+1) ,U(i+1) ,V,Θ(i)

)

θ
(i+1)
t,f = θ

(i)
t,f

+
(
Df x

(i+1)
t,f + Wf u

(i+1)
t,f + v(i+1)

t,f − yt,f

)
/ρ

,

where (i) is the iteration index. The Lagrangian function for
each update is minimized for one variable while fixing the other
variables, which can be efficiently solved by using proximal
gradient operators [31].

The update of X can be derived as

X(i+1) = arg min
X

‖X‖1,2 +
ηD

2ρ

T∑

t=1

F∑

f =1

∥
∥
∥xt,f − x(i)

t,f

− ρ

ηD
DH

f

(
θ

(i)
t,f +

(
Df x

(i)
t,f + Wf u

(i)
t,f

+v(i)
t,f − yt,f

)
/ρ

)∥
∥
∥

2

2

= T 1,2
ρ/ηD

(
x(i)

t,f −
ρ

ηD
DH

f

(
θ

(i)
t,f

+
(
Df x

(i)
t,f + Wf u

(i)
t,f + v(i)

t,f − yt,f

)
/ρ

))
,

(25)

where T 1,2
α (·) is defined in (12). Again, this update rule is

obtained by linearization of the second term of the first line of
(25) at X(i) with a positive constant parameter ηD . Then, the
proximal operator for the �1,2-norm is applied.

The update rule of U is obtained by a similar procedure to
that of X.

U(i+1) = arg min
U

μ ‖U‖1,2 +
ηW

2ρ

T∑

t=1

F∑

f =1

∥
∥
∥ut,f − u(i)

t,f

− ρ

ηW
WH

f

(
θ

(i)
t,f +

(
Df x

(i+1)
t,f + Wf u

(i)
t,f

+v(i)
t,f − yt,f

)
/ρ

)∥
∥
∥

2

2

= T 1,2
μρ/ηW

(
u(i)

t,f −
ρ

ηW
WH

f

(
θ

(i)
t,f

+
(
Df x

(i+1)
t,f + Wf u

(i)
t,f + v(i)

t,f − yt,f

)
/ρ

))

(26)

The linearization at Z(i) with a positive constant parameter ηW

and the proximal operator for the �1,2-norm are applied.

Algorithm 2: Proposed Algorithm for Solving (23) Based
on ADMM.

Initialize X(1) , = U(1) , V(1) , and Θ(1) . Set i = 1.
while (30) and (31) are satisfied or i reaches predefined
maximum value do

Update X(i) by calculating (25)
Update U(i) by calculating (26)
Update V(i) by calculating (27)
Update Θ(i) by

θ
(i+1)
t,f ← θ

(i)
t,f

+
(
Df x

(i+1)
t,f +Wf u

(i+1)
t,f +v(i+1)

t,f −yt,f

)
/ρ

i← i + 1
end while

For the update of Vf , the proximal operator for the nuclear
norm can be directly applied as

V(i+1)
f = arg min

Vf

ν ‖Vf ‖∗ +
1
2ρ

∥
∥
∥Df X

(i+1)
f + Wf U

(i+1)
f

+Vf −Yf + ρΘ(i)
f

∥
∥
∥

2

2

= T ∗νρ

(
Yf −Df X

(i+1)
f −Wf U

(i+1)
f − ρΘ(i)

f

)
,

(27)

where T ∗α (·) is defined as

T ∗α (A) = Ūmax (Σ− αI, 0) V̄H. (28)

Here, Ū, Σ, and V̄ are obtained by the singular value decom-
position of A as

A = ŪΣV̄H. (29)

The proposed algorithm for solving (23) is summarized in
Algorithm 2. The stopping rule of this algorithm can be obtained
based on KKT condition [26] as

F∑

f =1

‖Df Xf + Wf Uf + Vf −Yf ‖F
/
‖Y‖F ≤ ε1 (30)

max
(√

ηD

∥
∥
∥X(i+1) −X(i)

∥
∥
∥

F
,
√

ηW

∥
∥
∥U(i+1) −U(i)

∥
∥
∥

F
,

∥
∥
∥V(i+1) −V(i)

∥
∥
∥

F

) /
ρ ‖Y‖F ≤ ε2 , (31)

where ε1 and ε2 are the sufficiently small constants. The max-
imum number of iterations can also be set. The optimization
problem (23) imposes the equality constraint to represent the
reverberation component without modeling the Gaussian noise
in contrast to (9). To include the Gaussian noise model, an ad-
ditional variable for the noise and its update step are required,
which also requires an additional parameter to be controlled.
Nevertheless, in Sect. IV, we experimentally validate that the
proposed algorithm performs well without including the noise
variable even when small Gaussian noise is added.
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Fig. 2. Setup for 2D numerical experiments. Bold line, crosses, and dots
represent room geometry, microphone positions, and grid point positions, re-
spectively. 64 microphones are randomly placed in the circular region.

IV. EXPERIMENTS

Simulation and practical experiments are conducted to evalu-
ate the proposed method. For comparison, we also evaluate the
methods based on the simple sparse decomposition (9), sparse
decomposition in the monopole and plane-wave dictionaries
(17), and sparse in the monopole dictionary and low-rank de-
composition (21), which are denoted as S, SS, and SL, respec-
tively. The proposed method is denoted as SSL.

First, numerical simulation results in 2D are shown. Single
frequency and broadband cases are evaluated in Sect. IV-A and
IV-B, respectively. Second, experimental results in a practical
environment are shown in Sect. IV-C.

A. Simulation in 2D for Single Frequency Case

The experimental setup is shown in Fig. 2. The bold line,
crosses, and dots represent the room geometry, microphone po-
sitions, and grid point positions for the dictionary, respectively.
The dictionary matrix Df is constructed by using the grid points
regularly aligned on a square region of 3.0× 3.0 m2 with its cen-
ter at the origin. The intervals and number of grid points are set as
0.2 m and 15× 15, respectively. 64 microphones are randomly
placed inside a circular region of 1.0 m radius with its center at
the origin. The number of time frames used for decomposition,
i.e., T , is set at 100. The 2D reverberant sound field is simulated
by a finite element method [36]. By using the estimated X, the
sound field of the particular solution uP(r) is reconstructed in-
side a square region of 3.0× 3.0 m2 with its center at the origin.
The reconstruction region is regularly discretized at intervals of
0.05 m and the pressure uP(r) is calculated at each point.

256 uniformly sampled plane waves from 0 to 2π rad are
used as W. The constant parameters ηD and ηW are de-
termined as ηD = 1.02σ2

max(Df ) and ηW = 1.02σ2
max(Wf ),

respectively. The parameter ρ is adaptively changed at each
iteration as in [26]. Initial values are set as matrices of all ones.
For stopping rules, ε1 and ε2 in (30), (31) and ξ1 and ξ2 in (13),
(14) are set to 1.0× 10−4 . The maximum number of iterations
is 400.

For evaluation, we define three types of performance measure:
signal-to-distortion ratio for decomposition (SDRD), F-measure
(Fmsr), and signal-to-distortion ratio for reconstruction (SDRR).

Fig. 3. Signal-to-distortion ratio for reconstruction (SDRR) of the proposed
SSL model, with respect to balancing parameters μ and ν . Blue cross mark
represents the values for the highest SDRR 8.44 dB.

Fig. 4. Signal-to-distortion ratio for reconstruction (SDRR) as a function of
balancing parameter (λ in S, μ in SS, ν in SL, and γ in SSL) when β in (36) is
set at 0.10. Highest SDRDs for S, SS, SL, and SSL are 3.99, 7.45, 4.03, 7.95 dB,
respectively.

The SDRD evaluates the accuracy of the decomposition result
of X as

SDRD = 10 log10
‖Xtrue‖2F

‖X̂−Xtrue‖2F
, (32)

where Xtrue and X̂ are the true and estimated X, respectively.
Note that Xtrue can be defined only when the point sources are
located on the grid points. The operator supp(·) is defined to
extract a set of indexes such that the activated grid point is larger
than the threshold value ζ as

supp(X) =
{
n ∈ {1, . . . , N} | ‖Xn‖2F > ζ

}
. (33)

We here set ζ by using Xtrue as ζ = min(‖Xtrue,n ′ ‖2F )× 10−2 ,
where n′ denotes the index set of the true activations. Then, Fmsr
is defined as

Fmsr = 2
|supp(X̂) ∩ supp(Xtrue)|
|supp(X̂)|+ |supp(Xtrue)|

. (34)

Therefore, Fmsr equals to 1 when the activated indexes of these
matrices are exactly the same. The SDRR is defined to evaluate
the reconstruction accuracy of uP(r) as

SDRR = 10 log10

∫∫
|uP ,true(r, ω)|2drdω∫∫

|ûP(r, ω)− uP ,true(r, ω)|2drdω
,

(35)

where uP ,true(r, ω) and ûP(r, ω) are true and estimated pressure
distribution of the particular solution uP(r, ω) at the frequency
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Fig. 5. Signal-to-distortion ratio for decomposition (SDRD), F-measure (Fm sr ), and signal-to-distortion ratio for reconstruction (SDRR), as a function of the
number of sources for absorption ratio 0.50 at frequency of 1 kHz (SNR 30 dB). Error bar denotes standard deviation.

Fig. 6. Signal-to-distortion ratio for decomposition (SDRD), F-measure (Fm sr ), and signal-to-distortion ratio for reconstruction (SDRR), as a function of the
number of sources for absorption ratio 0.30 at frequency of 1 kHz (SNR 30 dB).

ω. Note that these performance measures are calculated for a
single frequency in this section.

First, we investigate the effect of the balancing parameters
to the performance. The SDRR of SSL is plotted with respect
to μ and ν when a point source is located at (0.0, 0.4) m and
the frequency is 1.0 kHz in Fig. 3. The absorption ratio on the
room boundary is set at 0.30 and SNR is 30 dB. When μ is
set at an excessively large value, V tends to be zero and Z is
represented only by U, whose performance gets closer to SS.
Similarly, when ν is set at an excessively large value, U tends
to be zero and Z is represented only by V, whose performance
gets closer to SL. The highest SDRR is achieved around the
point of balancing these two values, which is denoted by the
blue cross. The highest SDRR is 8.44 dB and its balancing
parameters are μ = 0.59 and ν = 6.11. Obviously, finding the
best balancing parameters is not a trivial task for SSL. In the
following experiments, we fixed the ratio between μ and ν as

μ = βγ, ν = (1− β)γ. (36)

Fig. 4 shows the relationship between SDRR and the balancing
parameter of each method (λ in S, μ in SS, ν in SL, and γ in
SSL) when β in (36) is set at 0.10. The highest SDRRs of S,
SS, SL, and SSL are 3.99, 7.45, 4.03, and 7.95 dB, respectively.
Although the parameter choice by (36) is an empirical rule and
the best result of SSL cannot be obtained, exhaustive search of
two parameters can be avoided by limiting the search range.

We investigate three parameters of the absorption ratio on the
room boundary, 0.50, 0.30, and 0.10. The balancing parameters
are set so that the highest SDRRs are achieved when a point
source is located at the origin. The parameter β in (36) is set
at 0.10. The frequency is set at 1.0 kHz. The amplitude of
each source is generated by the complex Gaussian distribution.
Gaussian noise is also added so that signal-to-noise ratio (SNR)
becomes 30 dB. We randomly choose locations of the point

sources from the grid points and the performance measures
are averaged over 20 trials. The relationships between three
performance measures and the number of sources are plotted in
Figs. 5, 6, and 7. The error bar denotes the standard deviation of
the performance measures. As the absorption ratio decreases, the
performance measures decrease for all the methods. The highest
performance measures are achieved by SSL at the absorption
ratio of 0.5 and 0.3. They get closer to those of SS as the
absorption ratio decreases, and those of SS and SSL are similar
at the absorption ratio 0.1. The standard deviation of SS is large
because its performance depends on the source position. It is
reduced in SSL, especially when the number of sources is 1. To
investigate the case that there are more sources than 4, SDRR
is plotted with respect to the number of sources up to 12 in
Fig. 8. The average SDRRs for the absorption ratio of 0.30 are
only shown. The reconstruction accuracy of all the methods
decreases as the number of sources increases; however, SSL
exhibits the highest SDRR even for the case of 12 sources.

To analyze the decomposition and reconstruction results in
detail, the case that two point sources are located at (0.0, 0.4) m
and (−0.2,−1.2) m for 0.30 absorption ratio is investigated as
an example. Figs. 9 and 10 are the distributions of X and uP(r),
respectively. The performance measures of S, SS, SL, and SSL
are 3.24, 2.88, 2.84, and 8.49 for SDRD, 0.25, 0.67, 0.25, and
1.00 for Fmsr , and 3.77, 3.23, 3.36, and 8.95 dB for SDRR.
In SS, one source is activated but the other one is not. On the
other hand, two point sources are accurately activated in SSL.
The power of weight coefficients of the plane waves Uf for
SS and SSL are plotted in Fig. 11. The distribution of plane
waves for SSL is more sparse than that of SS. Fig. 12 shows the
normalized singular value of Vf for SL and SSL. The number
of singular values larger than 10−3 is 7 for SL and 1 for SSL,
which is different from the number of sources 2. The reverberant
component is not well separated in SL with the matrix Vf of
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Fig. 7. Signal-to-distortion ratio for decomposition (SDRD), F-measure (Fm sr ), and signal-to-distortion ratio for reconstruction (SDRR), as a function of the
number of sources for absorption ratio 0.10 at frequency of 1 kHz (SNR 30 dB).

Fig. 8. Signal-to-distortion ratio for reconstruction (SDRR) as a function of
the number of sources from 1 to 12 for absorption ratio 0.30 at frequency of
1 kHz (SNR 30 dB).

Fig. 9. Decomposition result for the different sound field models, 0.30 absorp-
tion ratio, single frequency at 1 kHz. Blue markers indicate the source locations.
SDRD for S, SS, SL, and SSL are 4.05, 2.88, 4.55, and 9.06 dB, respectively.
Their Fm sr are 0.80, 0.67, 0.40, 1.00, respectively. (a) S; (b) SS; (c) SL;
(d) SSL.

rank 7. On the other hand, in SSL, the reverberant component
that the sparse plane waves cannot approximate seems to be
represented by the rank 1 matrix Vf . The accuracy of the rever-
berant component (SDRD defined for Z) of S, SS, SL, SSL is
6.36, 7.22, 6.96, and 12.94 dB.

Figs. 13 and 14 shows the results when the balancing param-
eters are optimized for this specific case. The SDRR of S, SS,

Fig. 10. Reconstructed sound field for the different sound field models, 0.30
absorption ratio, single frequency at 1 kHz. SDRR for S, SS, SL, and SSL are
3.38, 3.95, 3.37, and 8.52 dB, respectively. (a) S; (b) SS; (c) SL; (d) SSL.

SL, and SSL are 4.15, 9.13, 3.68, 9.15 dB. In this case, the
distribution of the plane waves of SS and SSL are very close
as shown in Fig. 13. In Fig. 14, the singular values larger than
10−3 for SL is reduced although that for SSL is the same as the
result in Fig. 12. The accuracy of the reverberant component of
S, SS, SL, and SSL are 6.93, 12.93, 6.93, and 13.01 dB. The
performance of SS and SSL gets closer when the balancing pa-
rameters are optimized for each scenario. When the balancing
parameters optimized for the single point source at the origin is
used, the performance degradation of SS is significant compared
to SSL.

The relationship between SDRR and number of sources for
the case of 20 dB SNR is shown in Figs. 15. The SDRRs are
slightly decreased from the SNR 30 dB case. Although the
noiseless case is assumed in the proposed algorithm (23), SSL
still performs well when a small noise is added.

B. Simulation in 2D for Broadband Case

In the broadband case, the sampling frequency is set at
4.0 kHz. The source signal is generated by the Gaussian dis-
tribution. An STFT is used to convert it to the time-frequency
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Fig. 11. Power of weight coefficients of plane waves Uf for SS and SSL
when two point sources are located at (0.0, 0.4) m and (−0.2,−1.2) m and the
absorption ratio is 0.30 at the frequency of 1 kHz (SNR 30 dB).

Fig. 12. Normalized singular value of Vf for SL and SSL when two point
sources are located at (0.0, 0.4) m and (−0.2,−1.2) m and the absorption ratio
is 0.30 at the frequency of 1 kHz (SNR 30 dB).

Fig. 13. Power of weight coefficients of plane waves Uf for SS and SSL
when two point sources are located at (0.0, 0.4) m and (−0.2,−1.2) m and the
absorption ratio is 0.30 at the frequency of 1 kHz (SNR 30 dB). The balancing
parameters are optimized for this specific case.

Fig. 14. Normalized singular value of Vf for SL and SSL when two point
sources are located at (0.0, 0.4) m and (−0.2,−1.2) m and the absorption ratio
is 0.30 at the frequency of 1 kHz (SNR 30 dB). The balancing parameters are
optimized for this specific case.

Fig. 15. Signal-to-distortion ratio for reconstruction (SDRR), as a function of
the number of sources for absorption ratio a) 0.50; b) 0.30; c) 0.10, at frequency
of 1 kHz (SNR 20 dB). Error bar denotes standard deviation.

domain with a frame length of 64 samples and a shift length
of 32 samples. The other settings are the same as those in the
single frequency case.

The three performance measures for the absorption ratio of
0.50, 0.30, and 0.10 are plotted with respect to the number of
sources in Figs. 16, 17, and 18, respectively. The SNR is set
at 30 dB. Again, the balancing parameters are set so that the
highest SDRRs are achieved when a point source is located at
the origin. The parameter β in (36) is set at 0.30. The results
show the similar tendency of those in the single frequency case.
The average SDRR with respect to the number of sources up to
12 is also plotted in Fig. 19 for the case of the absorption ratio of
0.30. The highest SDRR is achieved by SSL even for the case of
12 sources. The difference of the reconstruction accuracy be-
tween SSL and S is larger than that of the single-frequency case.



KOYAMA AND DAUDET: SPARSE REPRESENTATION OF A SPATIAL SOUND FIELD IN A REVERBERANT ENVIRONMENT 181

Fig. 16. Signal-to-distortion ratio for decomposition (SDRD), F-measure (Fm sr ), and signal-to-distortion ratio for reconstruction (SDRR), as a function of the
number of sources for absorption ratio 0.50 in broadband case (SNR 30 dB). Error bar denotes standard deviation.

Fig. 17. Signal-to-distortion ratio for decomposition (SDRD), F-measure (Fm sr ), and signal-to-distortion ratio for reconstruction (SDRR), as a function of the
number of sources for absorption ratio 0.30 in broadband case (SNR 30 dB).

Fig. 18. Signal-to-distortion ratio for decomposition (SDRD), F-measure (Fm sr ), and signal-to-distortion ratio for reconstruction (SDRR), as a function of the
number of sources for absorption ratio 0.10 in broadband case (SNR 30 dB).

Fig. 19. Signal-to-distortion ratio for reconstruction (SDRR) as a function of
the number of sources from 1 to 12 for absorption ratio 0.30 in broadband case
(SNR 30 dB).

The decomposition and reconstruction results for 0.30 ab-
sorption ratio are plotted in Figs. 20 and 21. Again, two point
sources are located at (0.0, 0.4) m and (−0.2,−1.2) m. The
performance measures of S, SS, SL, and SSL are 4.05, 2.88,

4.55, and 9.06 for SDRD, 0.80, 0.67, 0.40, and 1.00 for Fmsr ,
and 3.38, 3.95, 3.37, and 8.52 dB for SDRR. Numerical tests
with SNR 20 dB gave similar results.

C. Experiments in Practical Environment

We demonstrate the experimental results in a practical envi-
ronment. A linear microphone array with 32 elements is set as
shown in Fig. 22. This array geometry is the most commonly
used in telecommunication and live-broadcasting systems. The
interval between microphones is 0.06 m. The reverberation time
(T60) of this room is 603 ms. The grid points are set inside a 2D
square region of 2.5× 2.5 m2 centered at (0.0,−2.0, 0.0) m.
The intervals of the grid points are 0.10 m in the x direction
and 0.20 m in the y direction. Thus, the number of grid points
is 25× 13. Two loudspeakers are set at (−0.5, 1.0, 0.0) m and
(0.5, 2.0, 0.0) m as sound sources. The sampling frequency is
8.0 kHz. The STFT parameters are 128 samples for the frame
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Fig. 20. Decomposition result for the different sound field models, 0.30 ab-
sorption ratio in broadband case. SDRD for S, SS, SL, and SSL are 4.05, 2.88,
4.55, 9.06, respectively. Those Fm sr are 0.80, 0.67, 0.40, 1.00, respectively.
(a) S; (b) SS; (c) SL; (d) SSL.

Fig. 21. Reconstructed sound field at 1000 Hz for the different sound field
models, 0.30 absorption ratio in broadband case broadband. SDRR for S, SS,
SL, and SSL are 3.38, 3.95, 3.37, and 8.52, respectively. (a) S; (b) SS; (c) SL;
(d) SSL.

length and 64 samples for the shift length. The source signals
are speech signals taken from the RWCP-SP99 [37] database.
The other settings are the same as those in the simulation
experiments.

Since true sound field distribution cannot be defined in this
case, we evaluate each method by using Fmsr with a small mod-
ification. The estimated X is normalized by the smaller am-
plitude at the grid points of the true source locations. Then,
Fmsr defined in (34) is calculated by setting ζ at 0.1. The

Fig. 22. Experimental setup in a realistic environment. A linear microphone
array is used, with 32 elements. Reverberation time (T60 ) is 603 ms.

Fig. 23. Decomposition result in practical environment. Fm sr of S, SS, SL,
SSL are 0.24, 0.57, 0.36, and 0.67, respectively.

balancing parameters of each method are set so that Fmsr be-
comes the largest. The parameter β in (36) is set at 0.40. Fig. 23
shows the decomposition results. Fmsr of S, SS, SL, and SSL
are 0.24, 0.57, 0.36, and 0.67, respectively. In S, many false ac-
tivations can be found. They are significantly reduced in SL and
SS, but small activations still remain on the grids in no source
region. The sources are more sparsely identified in SSL and the
largest Fmsr is achieved.

V. CONCLUSION

This paper proposes a general model for sparse sound field
decomposition method, in a reverberant environment. Numer-
ical and experimental results indicate that this decomposition
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enables an accurate sound field estimation, inside a region in-
cluding sources. This study demonstrates that, in a reverberant
environment, the reverberating component of the field cannot
be treated as a residual, but must be explicitly treated. Here,
we have shown that this reverberating component can be mod-
eled as the sum of a small number of plane waves, and a
low-rank part.

Although we have here derived an efficient ADMM-based
algorithm for the corresponding decomposition, there are still
a number of open issues. By making the model richer, one is
able to model sound fields in a wider range of practical cases,
but this comes at the cost of extra hyperparameters such as the
balancing coefficients between components. In this study, we
have derived empirical rules to set these parameters, that pro-
vide near-optimal results in the tested configurations, but the
robustness of this approach is still to be verified. Furthermore,
a more complex model increases the computational complexity,
limiting, for instance, the number of spatial grid points in the
model. Future work will also focus on algorithmic implementa-
tions that leverage specific computing architectures, found for
instance in highly-parallel GPU boards. Near real-time decom-
positions might allow rich augmented / virtual reality environ-
ments, where only the parameters of the sound field, and not the
individual microphone signals, are remotely transmitted.
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