218

IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 40, NO. 1, JANUARY 2021 EMB N

IEEE (73
IEEE Signul‘ﬁ9

@

PSS ;
—o—— amma  Processing

|dentification of Melanoma From Hyperspectral
Pathology Image Using 3D Convolutional
Networks

Qian Wang
Ying Wen, and Qingli Li

Abstract— Skin biopsy histopathological analysis is one
of the primary methods used for pathologists to assess the
presence and deterioration of melanoma in clinical. A com-
prehensive and reliable pathological analysis is the result
of correctly segmented melanoma and its interaction with
benign tissues, and therefore providing accurate therapy.
In this study, we applied the deep convolution network on
the hyperspectral pathology images to perform the segmen-
tation of melanoma. To make the best use of spectral proper-
ties of three dimensional hyperspectral data, we proposed a
3D fully convolutional network named Hyper-net to segment
melanoma from hyperspectral pathology images. In order
to enhance the sensitivity of the model, we made a specific
modification to the loss function with caution of false nega-
tive in diagnosis. The performance of Hyper-net surpassed
the 2D model with the accuracy over 92%. The false negative
rate decreased by nearly 66% using Hyper-net with the mod-
ified loss function. These findings demonstrated the ability
of the Hyper-net for assisting pathologists in diagnosis of
melanoma based on hyperspectral pathology images.

Index Terms— Microscopy, segmentation, skin, quantifi-
cation and estimation, optical imaging.

|. INTRODUCTION

S REPORTED [1]-[3], although taking up 5% of all

skin cancers in the United States, melanoma is always
in company with high mortality which accounts for almost
75% of all skin related deaths. Fortunately, the 5-year survival
rate of melanoma can reach 99% if diagnosed in an early
phase. Therefore, accurate and early diagnosis is the premise
for guaranteeing highly survival rate. Clinically, skin surface
inspection (e.g. dermoscopic analysis) [4] and skin biopsy

Manuscript received July 17, 2020; revised September 3, 2020;
accepted September 12, 2020. Date of publication September 21, 2020;
date of current version December 29, 2020. This work was supported
in part by the National Natural Science Foundation of China under
Grant 61975056, in part by the Shanghai Natural Science Foundation
under Grant 19ZR1416000, and in part by the Science and Technology
Commission of Shanghai Municipality under Grant 20440713100 and
Grant 19511120100. (Corresponding author: Qingli Li.)

The authors are with the Shanghai Key Laboratory of Multidimensional
Information Processing, East China Normal University, Shanghai
200241, China (e-mail: 52161214002 @stu.ecnu.edu.cn; sunli@
cee.ecnu.edu.cn; wyanny.9@gmail.com; mzhou@cee.ecnu.edu.cn;
mhhu@cee.ecnu.edu.cn; ejgchen@ 163.com; ywen@cee.ecnu.edu.cn;
glli@cs.ecnu.edu.cn).

Color versions of one or more of the figures in this article are available
online at https://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMI.2020.3024923

This work is licensed under a Creative Commons Attribution 4.0 License.

, Li Sun, Yan Wang, Member, IEEE, Mei Zhou, Menghan Hu, Jiangang Chen,

, Senior Member, IEEE

histopathological analysis [5] are two primary and comple-
mentary diagnostic methods given the timing and expense.
The advent of computer-aided diagnosis, which combines the
advantages of high-precision imaging techniques and compu-
tational power, have already provided innovation in the field
of clinical diagnosis [6]. Our previous work [7] has used
the object based multiscale detection method to explore on
this topic with a small dataset. With the rapidly developing
technique, we are able to investigate more challenging task
involving larger dataset with different magnitudes. In this
paper, we focus on the on-going image processing technique
implemented in skin biopsy pathological analysis, in terms of
its potential in providing objective standards and improving
efficiency for clinical screening. To this end, detecting the
unhealthy even malign tissue in epidermis area is of vital
importance, lining up with the goal of image segmentation
from the perspective of image processing. This is because a
comprehensive and reliable pathological analysis is the result
of correct segmentation of the malign tissue and its interaction
with the benign tissue; moreover, these analysis is the basis
of accurate therapy.

Recently, the advance in deep learning is inspiring and
encouraging process in pathology image analysis, which cov-
ers a wide range of applications including medical image
classification, detection and segmentation [8] for a diversity of
diseases [9]-[12]. In terms of segmentation, the task requires
classification to be performed on each pixel of the image.
Long et al. [13] proposed a novel approach which replaced
fully connected layers by fully convolutional layers so that the
network can output a complete segmentation image in a single
forward process. The idea of fully convolutional network
(FCN) has been applied in melanoma dermoscopic segmen-
tation to generate irregular border [14], [15]; specifically,
Yuan et al. [16] designed a loss function based on Jaccard
distance to constrain the network for training imbalanced
dataset. For pathology segmentation, Phillips et al. [17] trained
a multi-stride FCN to measure the Breslow thickness for
cutaneous melanoma. However, as the convolutional filters
extract more abstract features layer by layer, the resolution
of input image decreases gradually. To preserve the initial
resolution, the most prevalent architecture termed U-net [18]
was proposed, which constructs an encoding path and a sym-
metric decoding path to reach precise resolution. Given this,
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studies have shown feasibility of adopting U-net ased net-
works to dermoscopic melanoma segmentation [19]-[22] and
epidermis segmentation [23] from histopathological images.
When it comes to melanoma histopathological segmentation,
consideration should be taken to accommodate different sce-
narios because of differentially enriched structures among
tissue types. Moreover, in order to assist pathologists in a
more thorough way, such as estimating tumor stage, quantify-
ing malignancy assessment, and even determining treatment
options for patients [24], more efforts should be made to
combined more techniques to provide important prognostic
information in pathology image analysis.

Hyperspectral imaging technology (HSI), which integrates
conventional imaging and spectroscopy [25], may shed light
on handling these tasks in pathology image analysis. HSI
combines two dimensional spatial images with hundreds of
contiguous narrow spectral bands [26] to generate a cube
of three dimensional data. Therefore, informative spectral
resolution allows HSI to perform fine analysis, since it can
discriminate subtle spectral characteristics that conventional
imaging cannot capture [27]. Advances in HSI made it possible
to develop from the area of remote sensing to a wide variety
of life science fields. The medical field [28], [29] especially
the cancer related analysis [30]-[33], has seen the promising
results when integrated with HSI. An important hypothesis is
that 1) tissues with similar biochemical composition are likely
to have similar spectrum; and ii) differences in spectrum can
be measured to represent different tissues.

To this end, the hyperspectral pathology image can be
used to identify the location of melanoma and separate them
from unhealthy skin tissue, potentially providing malignancy
assessment. However, the large volume of 3D data imposes
challenges for this segmentation task. It’s instinctive to employ
3D convolutional layer on the 3D imaging data in order to
fully utilize spatial information along the third dimension.
Such idea has already been verified on many 3D medical
imaging modalities such as CT and MRI which require fine
segmentation, where a lot of 3D architectures were inspired
by U-net, such as 3D-Unet [34], recurrent residual U-Net [35]
and V-net [36]. Moreover, a recent study [37] reported that
3D U-net outperformed 2D U-net on most of 3D medical
image segmentation tasks in the context of sufficient datasets.
Since then, lots of adaptions have been made to accommodate
various segmentation scenarios. For instance, Li et al. [38]
proposed a hybrid densely connected U-net composing of a
2D DenseUNet and 3D counterpart to perform liver and tumor
segmentation on CT scans; Ibtehaz and Rahman [39] devel-
oped an architecture termed MultiResUNet which improved
performance relatively on multimodal medical images on the
benefit of multi-resolution analysis. On the other hand, deep
learning based methods have been applied on hyperspectral
imaging especially on remote sensing datasets where the
biggest concern is the limited data for training 3D CNN
networks. Therefore, the majority of studies focus on the
patch-based method which means classifying the pixel based
on its surrounding pixels [12]. This allows construction of light
CNN architectures with fewer parameters to be learned. In this
regard, the segmentation task may be seemed as a classification

task where the typical network is a feature extraction module
followed by a fully connected layer [40], [41]. Many tech-
niques derived from the 2D classification have been transferred
into 3D and incorporated with hyperspectral imaging, such as
the residual network [42], [43], dense network [44], multi-
scale module [45], attention module [46], etc. Although obtain-
ing reasonable accuracy, this patch-based method suffers from
repeated computation and limited local features. Recently,
it was recognized that the U-net based architectures were
useful for hyperspectral imaging segmentation. For instance,
Ghassemi et al. [47] applied domain adaptation strategies on
an encoder—decoder convolutional network for satellite image
segmentation; Pan et al. [48] proposed an Copy Initialization
Network (CoinNet) to utilize pre-trained architectures for
multispectral imagery semantic segmentation. Again, to handle
small sample problems, these studies required accompany-
ing spectral reduction technique to account for very limited
spectral bands.

Given the aforementioned state-of-art segmentation
architectures in 3D medical imaging, we extended the trial
of incorporating those models into hyperspectral imaging
technique and making essential modifications to adapt to
hyperspectral pathological images in this study. First of
all, the differentially enriched structures of skin tissue in
hyperspectral pathology images pose challenge on network
architecture to preserve finer features as the network goes
deeper. We construct a dual path at the last encoder-decoder
module to extract multi-scale features and one of the path
uses dilated convolution to preserve fine-grained features at
the low resolution. Meanwhile, how to integrate features from
different modules for the final segmentation is also of vital
importance and, in our work, we employ a feature fusion
path followed by an add layer to allow the model to adjust
features instead of concatenating them directly. The last is to
handle class imbalance issue in pathology images where the
malign tissue often weighs more than healthy tissues since a
patient will undergo more suffering if he/she is diagnosed as
a healthy person. This specific scenario calls for modification
of loss function so that we modify a self-adaptive loss
function composed of weighted loss functions [34] and
overlap metrics [36] with regard to false negative. To this
end, we proposed a 3D fully convolutional neural network
called Hyper-net to perform segmentation of melanoma
from hyperspectral pathology image. With special care of
melanoma and its spectral properties, the Hyper-net allows
to segment melanoma from a huge volume of hyperspectral
pathology image efficiently and precisely. Moreover, in order
to provide more practical information to pathologists for
clinical use, we also demonstrated how the Hyper-net could
be used to show the possibility of melanoma deterioration.

Il. METHODOLOGY

A. Overall Scheme of Melanoma Segmentation From
Hyperspectral Pathology Image

The overall scheme of melanoma segmentation is summa-
rized in Fig. 1. Firstly, we want to make a brief illustration
of our hyperspectral pathology image. Each hyperspectral
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Fig. 1. Overall scheme of melanoma segmentation from hyperspectral pathology image. (a) The spectra of melanoma before and after pre-

processing. (b) The mutual information of each band in hyperspectral image. (c) Strategy for training Hyper-net: hyperspectral pathology images
were separated into 256 x 256 x 16 image cubes without overlapping; 66% of the dataset was used for training Hyper-net, 16% for validation and
16% for testing; probability heatmap of melanoma (red) and healthy skin tissue (blue) were derived from the binary segmentation map. (d) The 20th

band of hyperspectral image before and after pre-processing.

pathology image is composed of line dimension, sample
dimension, and wavelength dimension, and comes from our
homemade MHSI system [49] which is designed to incorporate
with microscopic system for pathology smear analysis, and
ultimately for histopathology diagnosis. During image acqui-
sition, one way of light enters the color CCD to take ordinary
microscope image; the other way enters the AOTF filter, and
then imaged on the grayscale CCD to collect hyperspectral
image. The captured image data contained 60 bands, in the
spectral range of 550-1000 nm with 7.5 nm spectral resolution.
Each band contains 1024 x 1024 pixelsx 12 bit/pixel stored in
BSQ format, with the spatial resolution of 3um under 20X
magnification and 6m under 10X magnification. Each pixel
of the 3D data cube presents an N-dimensional spectrum which
can be viewed as the representation of spectrum feature for
the specific substance that the pixel belongs to. The red curve
in Fig. la shows a representation of transmittance spectrum
feature of melanoma in a hyperspectral pathology image.
When it comes to skin histopathology analysis, it requires
comparison among different tissues such as melanoma, vessels
or blood cells. Their spectra combined with spatial feature,
are believed to make various tissues highly distinguishable,
since those features represent the homogeneity within the same
tissues and heterogeneity among different tissues.

In our datasets, patients were separated into 3 parts to make
sure the relevant clinical features matched: 85 for training,
20 for validation and 20 for testing. Then, we used the MHSI
system to scan each patient’s biopsy specimen to capture
3 to 4 images of size 1024 x 1024 x 60. To accommodate

special needs of pathologists for clinical application scenarios,
we collected the raw dataset at the magnification of both 10X
and 20X. Given some constrains in data acquisition and imple-
mentation, a series of pre-processing methods was applied and
discussed in the following sections. Since the whole 3D data
were too large to fit into the model, overlapping subsets of
256 x 256 x 16 cubes were obtained from the pre-processed
hyperspectral pathology images. Finally, 4760 patches of data
cubes were used for training, 1116 for validation and 1120 for
testing, among each dataset the distribution of magnification
(62% 20X and 38% 10X) remained the same. Based on
the outputs of the proposed 3D fully conventional network
(Hyper-net), we illustrated a binary (normal-verse-melanoma)
segmentation map and each class of the segmentation map is
in company with a probability map, as shown in the right of
Fig. lc.

B. Hyperspectral Pathology Image Pre-Processing

As mentioned, there are some constrains in data acqui-
sition and implementation such as the emission spectra of
the illumination sources, the transmission of the optics in
the microscope and the detection sensitivity of the charge
coupled device (CCD) camera, resulting in redundant and
noisy data to some extent. We followed the band selection
strategy in [50] using mutual information as the indicator. The
Principle Component Analysis (PCA) was first used to select
the most informative component as the reference band. The
assessment of mutual information between each band and the
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Fig. 2. The overall architecture of Hyper-net.

reference band was defined in equation (1).

P(H,, R

MI,(Hy, R) = ZH P(Hy, R) * 1og% (1)
where n € [1, 60] represents the nth band, P() represents the
probability distributions of grey scale of the nth band or the
reference component R. Moreover, a calibration process is
needed beforehand, aimed to eliminate noisy data and obtain
the significant characteristic spectra of histopathology tissue.
In the spectral imaging microscope under the transmitted
illumination system, especially for biomedical applications,
the typical method is to use the blank hyperspectral image
as the reference image which is acquired at the predetermined
wavelengths by imaging a coverslipped slide containing no
section [51], [52]. In MHSI system, the blank image is used
to characterize the electronic instrument noise. The calibration
is calculated by equation (2), where R, B and D represents the
raw image, the blank image and the dark image, respectively.

_ R'. — D",

Fig. la illustrates the spectra of melanoma before
(red curve) and after (blue curve) calibration. For comparative
purpose, the pre-processed spectrum is multiplied by the
average spectrum of the blank image. Figure 1b shows values
of mutual information obtained from the pre-processed image
along the band dimension compared to the reference band
generated from PCA. The highest consecutive sixteen bands
from 670nm to 783nm (band 16 to band 31) illustrated in
Fig. 3a were selected and used for the segmentation task
whereas the subset of unselected band were also shown in
Fig. 3b for comparison. These unselected bands were excluded
from the original data due to severe damage which may destroy
the model’s stability.
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C. Architecture of the Proposed 3D Convolutional
Network

The network is built on the novel encoder-decoder struc-
ture but with elaborated adaption in respect to the enriched
pathological melanoma tissue. The overall architecture is illus-
trated in Fig. 2. The role of the encoder network (left part)
is to provide nonlinear local-to-global representation of the
hyperspectral pathology cubes; contrastingly, decoder network
(right part) is designed to supplement encoder network by
reconstructing nonlinear global-to-local representation. One
of the adaptions lies in the last encoder-decoder module
which constructs a dual path to extract fine-grained multi-
scale features at the low resolution. The other is the fusion
path between these two parts, depicted by the long horizontal
lines in the middle of Fig. 1, which allows the network to
integrate multi-scale features from different paths to yield
precise segmentations.

The encoder network consists of five successive encode
blocks working at four different resolutions; specifically,
the last two blocks compose a dual path module to extract
multi-scale features at the same resolution. Along the encoder
network, the number of feature channels is doubled. While
the size of resolution is halved, since each encode block is
followed by a “down sampling” layer except the last two
blocks. In this way, more global representations are learned
by the model which can be seen from the activation output
extracted from a sample illustrated in each block in Fig. 2.
However, as the resolution goes down, the global features
are gained at the cost of some fine-grained features which
cannot be completely compensated through the decode blocks;
meanwhile, these fine-grained features are of vital importance
especially for skin pathological images since they help the
network to distinguish enriched skin tissues. To preserve
these fine-grained features for the final segmentation map,
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we removed the last down sampling layer to enable the last two
blocks to work at the same resolution. In addition, the model
could deal with multi-scale features, which is implemented by
replacing one of convolutions in the dual-path module with
dilated convolution. The dilated convolution has been verified
in hyperspectral image to learn more global features without
sacrificing image resolution [53]. Despite its advantage, dilated
convolution will cause gridding artifacts when a feature map
has higher-frequency content than the sampling rate of the
dilated convolution [54]. Therefore, it’s suggested to combine
the dilated convolution with the standard convolution [55].
Theoretically, the dual-path module can be constructed at any
layer to help preserve the fine-grained features. For the sake of
accuracy, we tried to minimize the parameters of the model as
much as possible to prevent it from overfitting, so the dual-path
was constructed on the last layer. One of the practical strategies
that we implemented in each block is the residual learning
which has been inspired and confirmed by V-net [36] that
significantly enhanced the training efficiency. The input of
each block goes through a series of 3D convolutional layers
until reaching the output; then, the output directly combines
the input and the last convolutional layer (shown as the “4”
sign in Fig. 2), so as to realize the residual learning. Another
important component is the “down sampling” layer which is
implied by a 3D convolutional layer with the kernel size of
2 x2x2 with stride 2. The idea of using the convolutional layer
instead of the max-pooling layer in traditional CNN comes
from the all convolutional net [56] in terms of significantly
reducing amount of the computation but still keeping high
accuracy. Also, the use of “down sampling” layer enables the
model to learn global features in a wider receptive field.

The decoder network is composed of four decode blocks
with each undergoing three layers in sequence: up sampling
layer, add layer and a series of symmetric convolution layers.
Also, given the characteristics of hyperspectral pathology
images, specific concerns have been taken when decode blocks
were assembled. We used the up sampling layer suggested
by [57] instead of the de-convolution layer in V-net to avoid
the checkerboard artifacts which are beyond serious in hyper-
spectral pathology images. The add layer is used to replace
the concatenation layer to reduce the parameters so as to make
the network compact enough to avoid overfitting. To this end,
decoder network helped the model to reconstruct local features
from global features and finally increase the resolution until
it’s the same with input data. After the up sampling layer
with stride 2, the resolution is doubled. Then, the add layer
integrates these features with the fine-grained, high-resolution
features from the encoder network. However, it’s found that
directly joining features from encoder and decoder part can
cause problem sometimes [39] since these features undergo
different number of convolution layers. This observation exists
in our hyperspectral pathology images and is extremely serious
in the highest resolution encoder-decoder block since the gap
of processing between two blocks is the largest. Given this,
we implemented a fusion path to automatically adjust the
disparity from the encoder block to the decoder block at the
highest resolution. The fusion path consists of only two convo-
lution layers with kernel size of 1 x 1 x 1 and 3 x 3 x 3, working

as the smallest residual module. We intended to minimize the
fusion path for the concern that features from the encoder
part should be preserved as completely as possible. Finally,
the same strategy of residual learning is applied to a series of
convolution layers to extract the most representative features.

The output of the decoder network is then convoluted by
1x1x1 kernel size with stride 1, generating a 3D cube with the
same size of input data. In order to output the 2D segmentation
map, the 3D cube is computed by a 2D convolution layer
followed by a softmax layer.

D. Learning Strategy for the Proposed Network

Once the model structure has set up, for any batch of
hyperspectral input data, the model outputs the batch of 2D
segmentation prediction accordingly. The error between pre-
diction and ground truth is where the model is trained to learn
from. This is what we called “loss function” and therefore,
the goal of training is to minimize the error or the loss
function as much as possible. An appropriate loss function
is of vital importance to the whole model since it offers a
way of measuring how well the model can learn to represent
the data. One of the most common loss function in image
segmentation is cross entropy [58] which is based on the
distribution of predicted and truth samples; another popular
category is the overlap measure based loss functions which
assess overlap between two samples. Recently, researchers
found that for medical image segmentation the performance
of overlap-based functions is unstable when segmenting small
and large objects. But the compound loss functions of the
cross entropy loss and the overlap measure functions show
more stability [59], [60]. Given the variants of shapes and
scales of melanoma in pathology, we applied the idea of
compound loss function for training the Hyper-net with good
robustness. In terms of pathological image analysis, it is not
enough only to focus on the overall accuracy which means
treating any kind of error equally. Considerations should be
taken to the cases where the malignant tissue is identified as
normal tissue, i.e., the false negative, since it may result in
serious consequence if patients miss the best therapy timing.
Based on the idea, we use the weighted cross entropy to make
the network sensitive to false negative cases. The weights are
regularized by a coefficient o which should be larger than 1 to
reduce the false negative [13]. Instead of setting the coefficient
o as a practical hyper parameter, we introduce a strategy
to update o automatically which is inversely proportional to
the ratio of false negative to all the false cases (defined in
equation (3)). For the overlap based part, Lov’asz-Softmax
loss [61] is used in terms of ease of training and converge.
The compound loss function is shown in equation (4).

_d=p,9)+(p,1—¢q)
o =

3)
Fross(p,q) = Ft(/XVCE (P, q) + Frovasz(P, q) 4
where p, q represents the predicted label and ground truth,

respectively.

Other empirical training strategies includes Batch Normal-
ization [62] which is used before each convolutional layer
to adjust and scale the activations to speed up training and
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nonlinear ReLu activation [63] which is applied after convo-
lutional layer throughout the network. Besides, the Adam opti-
mizer [64] with learning rate of 0.001 is used with a batch size
of 8 samples per epoch. To have a fair comparison, we adapted
the early stopping strategy for each model. Training would be
terminated if the validation loss remains the same or even
decreases over three epochs, since this is actually one of the
signals of overfitting.

[1l. EXPERIMENTS AND RESULTS

In this study, skin tissues were collected from melanoma
patients including children, adolescents, and adults with the
age between 7 and 65 that underwent clinical examination at
the Department of Dermatology, Wenzhou Hospital, Wenzhou,
China. A total of 125 patients who were advised to skin biopsy
examinations were clinically diagnosed with melanoma. The
125 patients were firstly separated into three independent
datasets within which the age, gender, disease degree, and
other relevant clinical features matched: 85 for training, 20 for
validation and 20 for testing. Then, hyperspectral images and
RGB images were taken within each dataset accordingly,
which ensures that our model is never trained, validated and
tested on the same patient and patches. After these tissues
were dyed by hematoxylin and eosin (H&E) staining and
prepared into biopsy specimen by clinician, our homemade
MHSI system was operated for getting hyperspectral pathol-
ogy image and corresponding RGB images of the same field of
view by controlling a switch integrated on microscope, at the
magnification of both 10X and 20X. These captured 3D image
data were composed of 60 bands with 1024 x 1024 pixels x
12 bit/pixel per band stored in BSQ format. Each image’s
corresponding ground truth was generated directly on the
hyperspectral images using self-developed software under the
supervision of two professional pathologists. First, the 20th
band of one hyperspectral image and RGB image in the same
field of view were shown on the software interface. One of the
pathologists defined the melanoma area on the RGB image.
We depicted the contour on the single band image and save it
as binary label image. Then, the label image and RGB image
were shown and reviewed by the other pathologist. In case of
disagreement, the image would be reviewed by one or more
other expert pathologists. According to the pre-processing
procedure, a subset of spectra was selected based on the value
of mutual information. Therefore, consecutive sixteen bands
from 670nm to 783nm (band 16 to band 31) were selected
lining up with relatively higher value of mutual information.
Because the entire hyperspectral pathology image was too
large to be directly fed into the model, each was divided into
256 x 256 x 16 image cubes with overlapping of 64 pixels by
row and column. This overlapping extraction strategy benefits
in two ways, working as a kind of augmentation method in
training to gain more generality; in testing, solving patch edge
artifacts by smoothing method when concatenating adjacent
patches. The annotations were firstly performed by each image
in the size of 1024 x 1024 and then were divided into patches in
the size of 256 x 256 in accord with hyperspectral pathology
image cubes. Finally, 4760 patches were used for training,
1116 for validation and 1120 for testing.

TABLE |
ACCURACY PERFORMANCE OF 2D CNN AND HYPER-NET WITH
DIFFERENT MODIFIED LOSS FUNCTIONS

Model 10x 20X Overall

2D CNN (RGB) 90.34+4.78 85.65+8.69 88.0017.40

2D CNN (Hyper) 88.38+8.95 90.15+3.21 89.27+6.78

V-net (Hyper) 91.02+4.98 91.00+3.78 91.01£4.42

Hyper-net 89.51+5.44 88.04%4.19 88.77+4.91

(Lov asz-Softmax)

Hyper-net (cross 90.71£5.88 92.74+2.08 91.7344.53

entropy)

Hyper-net (compound) 92.5044.37 92.84+2.29 92.67+3.49
TABLE I

PERFORMANCE OF 2D CNN AND HYPER-NET WITH DIFFERENT
MODIFIED LOSS FUNCTIONS

Model FPR TPR Dice

2D CNN (RGB) 0.18+0.21 0.86+0.11 0.84+0.16
2D CNN (Hyper) 0.09+0.12 0.81£0.14 0.86+0.11
V-net (Hyper) 0.1620.16 0.90+0.12 0.88+0.12
Hyper-net 0.10£0.17 0.7840.17 0.84+0.14
(Lov asz-Softmax)

Hyper-net (cross 0.08+0.17 0.8540.12 0.90:£0.10
entropy)

Hyper-net (compound) 0.15+0.16 0.92+0.10 0.91£0.09

A. Performance Among Different Imaging Modalities

In order to test the feasibility of using hyperspectral patho-
logical image for melanoma segmentation, we constructed
a 2D CNN model which is similar to the 2D structure of
V-net, where the filters only move in two dimensions, and
used RGB and hyperspectral image as input. In this way,
the 2D CNN views the hyperspectral image as a normal 2D
image with multiple channels. Therefore, when the image
cube was fed into the model, these 2D filters averaged the
value along the spectral axis, resulting in the reduction of
most valuable information inherent in spectral dimension.
For hyperspectral image, we employed a 3D CNN model
which is similar to the structure of V-net. The comparison
was conducted among 2D CNN (RGB), 2D CNN (Hyper),
V-net (Hyper) and the proposed Hyper-net which were all
trained using cross entropy loss function. As shown in Table I,
the V-net with 3D hyperspectral image outperformed 2D CNN
model for both RGB and 2D hyperspectral image in all
magnifications and exhibited better generalization ability with
an overall accuracy of 91.02 +4.42 compared to 88.00 £ 7.40
of RGB and 89.27 &+ 6.78 of 2D hyperspectral image. The
proposed Hyper-net model made a further enhancement to
91.73 & 4.53. Meanwhile, Table II demonstrated that the dice
score increased from 0.84£0.16 of RGB to 0.86+0.11 of 2D
hyperspectral image and then increased from 0.88 & 0.12 of
V-net to 0.91 & 0.09 of the proposed Hyper-net. One thing
can be learned is the spectral information along with the
spatial information enable hyperspectral imaging to be helpful
in melanoma pathology segmentation. Moreover, it should be
noted that since our current segmentation is a binary class
normal-verse- melanoma task, the difference in performance
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Fig. 3.

Comparison of the activation output from the first convolutional layer of (c) Hyper-net and (d) 2D CNN. (a) band 16 to band 31 of the

preprocessed hyperspectral images (b) subset of the preprocessed hyperspectral images that was not selected by the band selection method
(c) 16 activation outputs were selected from 16 x 256 x 256 x 16 outputs of the first layer of Hyper-net (d) 16 activation outputs from 16 x 256 x

256 outputs of the first layer of 2D CNN.

of the two models, which in this case was the accuracy, was
not significant. But if we dig into these two models, it can be
found that filters from 3D CNN captured more detailed and
subtle features than that of 2D CNN, which can be seen from
Fig. 3. Figure 3 compares the activation output of the first
conventional layer from the two models since visualizing the
output by the convolution layer given that a certain input helps
us understand what are the important features that the network
has learned. It’s clearly that the 3D CNN model detected
more specific features such as edge feature (the second and
third row of Fig.3c), texture feature (the second column of
Fig.3c) or spectral feature (the first row of Fig.3c) than that
of 2D CNN. This was because pixels at the same location
presented varying spectral values while the spatial features
remained the same. Therefore, we believe that when it comes
to handle more challenging and delicate segmentation tasks,
for example, distinguishing different types of melanoma in
skin pathology images, the proposed 3D CNN model still
preserved the ability to perform well by the help of specific
features captured by those various filters.

B. Performance of the Modified Loss Function

We evaluated the performance of the proposed Hyper-net
model in terms of loss function described in the method
part. In this study, we proposed a compound loss function
which was made up of the weighted cross entropy loss and
the overlap based loss function. The weighted cross entropy
loss was used to guide the network to reduce false negative
rate where the weights can be regularized by a coefficient
o. Instead of setting the coefficient o as a practical hyper
parameter, we introduced a strategy to update o automatically
by the inverse ratio of false negative to all the false cases.
Lov“asz-Softmax loss was added as the overlap based part
for the sake of stability and converge. In order to test the
influence of the proposed loss function, we set up three Hyper-
net models which were trained with the Lov asz-Softmax
loss, the cross entropy loss and the compound loss function,
respectively.

As shown in Table I, the Hyper-net (Lov asz-Softmax) had
the worst accuracy of 88.77 & 4.91 which was even worse
than 89.27 & 6.78 of 2D CNN (Hyper); it may be explained
that even though the overlap based losses worked well in

many medical image segmentation applications, they were
not feasible for hyperspectral pathology images with more
fine-grained tissue structures. The compound loss function
outperformed the cross entropy loss in both magnifications
and achieved the overall accuracy of 92.67 £ 3.49 and the
dice score of 0.9110.09. Despite the enhancement in accuracy
and dice score, we also compared changes in the percentage
of false negative and false positive in the three models to
see if the loss functions had guided the model to learn as
strategized. As shown in Fig. 4c, the false negative rate of
the model using the compound loss function has dropped
nearly 66% and 54% respectively compared to the Hyper-net
models trained with the Lov’ asz-Softmax loss and the cross
entropy loss. Nevertheless, we had to admit that there existed
a trade-off between the false negative and false positive rate
that the false positive rate increased about 43% and 58%.
The influences on magnitude were plot in Fig.4b and Fig.4d.
For an overall comparison, we plot the ROC curve. Again,
the results confirmed that designing a loss function concerning
a specific issue was essential for training a model to handle
that specific issue and in our work of hyperspectral pathology
segmentation. We proposed the compound loss function to
make the Hyper-net more sensitive to false negative while
maintaining the trade-off with false positive since the model
is regularized by an adaptive coefficient a.

In addition, we did three ablation studies to justify the
modification of the proposed Hyper-net. In the first ablation
study, we constructed the dual-path on all of four layers.
The second ablation study was used to show the effect of
replacing all convolution with dilated convolution. We did the
third ablation study by using the max pooling layer instead
of convolution. The performances of all three ablation study
were recorded in the Table [T and compared with the proposed
Hyper-net. The ablation studies showed that the modifications
applied in Hyper-net were effective adaptions.

C. Visualization of Melanoma Segmentation

Usually, numerical measures can be used to reflect and
compare global performance among different models; the
technique of visualization, especially in medical imaging
field, is another commonly used complementary measure to
intuitively demonstrate outcomes. The results can be used in
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TABLE IlI
PERFORMANCE OF HYPER-NET WITH DIFFERENT ABLATION STUDIES
Model Accuracy FPR TPR Dice
Hyper-net(Ma  88.08+6.87  0.115£0.19  0.778+0.18  0.830+0.16
x Pooling)
Hyper-net(All  90.60+4.24 0.113+0.19 0.839+0.13 0.871+0.12
dual-path)
Hyper-net(All  91.27+4.06 0.106+0.19 0.840+0.16 0.874+0.12
dilated
convolution)
Hyper-net( 92.67+£3.49  0.15+0.16 0.92+0.10 0.91+0.09
proposed)

turn to help understand models’ ability. Therefore, we gen-
erated outputs from aforementioned modalities and models
and exhibited in both segmentation map and probability map.
Figures. 5 and 6 demonstrate the outputs derived from 10X
and 20X pathology images predicted by aforementioned seven
modalities and models along with corresponding RGB and
ground truth images. The last logits layer of CNN model
is a 2D convolution layer. It produces raw prediction values
for each class, which is melanoma or healthy tissue in this
scenario, as real numbers ranging from [—infinity, +infinity].
These raw prediction values for each class were constrained
into the range of [0, 1] and then visualized by heatmap to plot
the probability map. Then the final segmentation map was
generated on each pixel by comparing values from the two
classes and choosing the one with higher prediction value as
the predicted class for this pixel. First, we fed the hyperspectral
images without being preprocessed into Hyper-net model with

Fig.5. Segmentation map and probability map s from 20X hyperspectral
pathology images predicted by different CNN models with corresponding
RGB image (a) and ground truth (e). Probability map (b) and segmen-
tation map (f) from Hyper-net model with original hyperspectral image
without being preprocessed. Probability map (c) and segmentation map
(g) from 2D CNN with hyperspectral image. Probability map (d) and
segmentation map (h) from 2D CNN with RGB image. Probability map
(i) and segmentation map (m) from V-net with hyperspectral image.
Probability map (j) and segmentation map (n) from Hyper-net with
Lov asz-Softmax loss function. Probability map (k) and segmentation
map (o) from Hyper-net with cross entropy loss function. Probability
map (I) and segmentation map (p) from Hyper-net with compound loss
function.

the results shown in Fig. 5b, f and Fig. 6b, f. Compared to
the ground truth, it can be seen that some tissues especially
those on the boundary of the field of view were misclassified
since there were artifacts and noise in the unprocessed raw
data as shown in Fig. 1d. Given the current condition of our
MHSI system, it’s necessary to include the pre-processing step
in our network. Next comes the visualized outputs of two
2D CNN models which were trained with RGB (¢ and g)
and hyperspectral images (d and h), respectively. Although
the accuracy of these two models was nearly the same as
summarized in Table I, the RGB based model generated more
clear boundary than that of 2D CNN (Hyper) since RGB
images were able to reflect the difference among various
tissues by the color than single band gray-scale hyperspectral
images. We also obtained outputs (i an m) of V-net model
trained with 3D hyperspectral images. Compared to 2D CNN
models, V-net model performed better in determining the
border whereas it failed in segmenting small objects compared
with our Hyper-net model. To some extent, it was proved
that the modification in architecture of Hyper-net worked in
extracting fine-grained features. Last, the visualized outputs
were compared among Hyper-net trained with different loss
functions which were Lov “asz-Softmax (j and n), cross entropy
(k and o) and the compound (I and p). As the Lov “asz-Softmax
is the overlap measure based loss functions, it outputted more
complete and compact segmentation but less clear border than
the cross entropy loss; however, the cross entropy loss which
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Fig. 6. Segmentation map and probability map s from 20X hyperspectral
pathology images predicted by different CNN models with corresponding
RGB image (a) and ground truth (e). Probability map (b) and segmen-
tation map (f) from Hyper-net model with original hyperspectral image
without being preprocessed. Probability map (c) and segmentation map
(g) from 2D CNN with hyperspectral image. Probability map (d) and
segmentation map (h) from 2D CNN with RGB image. Probability map
(i) and segmentation map (m) from V-net with hyperspectral image.
Probability map (j) and segmentation map (n) from Hyper-net with
Lov asz-Softmax loss function. Probability map (k) and segmentation
map (o) from Hyper-net with cross entropy loss function. Probability
map (I) and segmentation map (p) from Hyper-net with compound loss
function.

is pixel-based, generated clearer border but more fragmentary
segmentation map. Fortunately, the designed compound loss
function exhibited benefits of focusing on small objects and
fine-grained features as well as integrated and clear boundary.
Nevertheless, the way of visualization is diverse and easy to
implement as long as the segmentation is generated; therefore,
it is up to pathologists to choose the best way to assist their
diagnosis. From a researcher’s perspective, the key value of
visualization lies in the practical implementation of segmen-
tation results and in providing a method that will allow us to
adjudicate among alternative models.

IV. CONCLUSION

Overall, our work demonstrated that the 3D convolutional
neural network can be used to segment melanoma in
hyperspectral pathology images, therefore assisting patholo-
gists in determining melanoma deterioration. Melanoma can
be identified from healthy tissue under both 10X and 20X
magnification with accuracy more than 92%. Also, to improve
the sensitivity of diagnosis, we proposed the Hyper-net neural
network by making specific modification of loss function,
leading to enhanced performance of greatly reduction in false
positive and false negative predictions. By comparing with the
2D CNN model, we demonstrated that hyperspectral pathology
images contained rich informative properties of tissues so

as to improve the segmentation results and assure diagnosis
robustness. Although the accuracy was reasonable, our work
only covered limited diversity of tissues in skin pathology.
In addition, there are many other complex and rare tissues
that may need pathologists’ professional knowledge such as
cyst, necrosis and inflammation. In terms of our MHSI system,
we intend to upgrade the current MHSI system to enlarge
the spectra range so as to include spectra between 400 and
750, and to consider more significant features to enhance the
quality of these channels. Last but not least, we have to admit
that there is a long way before the hyperspectral pathology
system could be used in clinical, that’s why researchers could
not stop exploring various ways of probability. Obviously,
deep networks opened a new insight into medical field with
carefulness and consideration on clinical situations.
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