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Motion Dependent and Spatially Variant
Resolution Modeling for PET Rigid

Motion Correction
Alan Miranda , Steven Staelens, Sigrid Stroobants, and Jeroen Verhaeghe

Abstract— Recent advances in positron emission tomog-
raphy (PET) have allowed to perform brain scans of freely
moving animals by using rigid motion correction. One of the
current challenges in these scans is that, due to the PET
scanner spatially variant point spread function (SVPSF),
motion corrected images have a motion dependent blurring
since animals can move throughout the entire field of view
(FOV). We developed a method to calculate the image-based
resolution kernels of the motion dependent and spatially
variant PSF (MD-SVPSF) to correct the loss of spatial reso-
lution in motion corrected reconstructions. The resolution
kernels are calculated for each voxel by sampling and aver-
aging the SVPSF at all positions in the scanner FOV where
the moving object was measured. In resolution phantom
scans, the use of the MD-SVPSF resolution model improved
the spatial resolution in motion corrected reconstructions
and corrected the image deformation caused by the parallax
effect consistently for all motion patterns, outperforming
the use of a motion independent SVPSF or Gaussian ker-
nels. Compared to motion correction in which the SVPSF
is applied independently for every pose, our method per-
formed similarly, but with more than two orders of magnitude
faster computation time. Importantly, in scans of freely
moving mice, brain regional quantification in motion-free
and motion corrected images was better correlated when
using the MD-SVPSF in comparison with motion indepen-
dent SVPSF and a Gaussian kernel. The method developed
here allows to obtain consistent spatial resolution and
quantification in motion corrected images, independently
of the motion pattern of the subject.

Index Terms— Positron emission tomography, motion
correction, resolution modeling.

I. INTRODUCTION

THE properties of the spatial resolution in positron emis-
sion tomography (PET) scanners have been thoroughly
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studied [1], [2]. For example, factors such as positron range,
photon acollinearity and detector size, determine the spatial
resolution properties of the PET scanner. Using this knowl-
edge, several methods have been proposed to correct the loss of
spatial resolution in PET scanners. Using iterative reconstruc-
tion algorithms, such as maximum-likelihood expectation-
maximization (ML-EM), the loss of spatial resolution can be
compensated for by introducing the resolution model in the
system matrix [2], [3]. The scanner spatial resolution can be
modeled by the system point spread function (PSF), which
is the response of the imaging system to an impulse input.
The PSF of the system can be estimated in several ways.
For example, by experimental measurement of point sources
distributed in the scanner field of view (FOV) [4], Monte
Carlo simulations [5], and analytical modeling of the detection
process [6]. A simplified model can be used assuming a
spatially invariant Gaussian PSF with the same width of a
point source measured at the center of the scanner FOV
(CFOV). More realistic representations consider models which
can capture the spatially variant and asymmetric shape of the
true PSF [7], [8] usually observed in PET scanners. In addition,
the resolution model can be implemented in the projection
space [9] or in the image space [3]. However, there is minimal
difference in image quality between implementation of both
methods [4].

Recently, research has been carried out to perform brain
PET scans of awake small animals to circumvent the con-
founding effect of anesthesia [10]. In addition, in scans of
freely moving animals the behavior of the animal can be
measured during the PET scan [11], [12]. These methods
require to perform rigid motion correction on the PET data
to obtain brain reconstructions unaffected by motion.

Despite of the fact that there is a great amount of research
in PET motion correction [12]–[15], the vast majority of the
spatial resolution correction methods have been developed
to be implemented in motion-free PET image reconstruction.
Given the advancement in the field to perform PET scans of
freely moving animals, and its promise to change the paradigm
of preclinical research [16], improvement of spatial resolution
in motion corrected PET reconstructions is becoming more
relevant.

In PET scans of freely moving animals, the image PSF of
the reconstructed image is both spatially variant and motion
dependent since the animal head can traverse the whole
scanner FOV during the scan [11], [12], [14]. For example,
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a scan of a freely moving animal that remains most of the
scan time close to the scanner CFOV (where spatial resolution
is usually better) will present a better spatial resolution than
the scan of an animal remaining close to the edge of the FOV.
This effect contributes to the observed loss of spatial resolution
in the motion corrected images in comparison with motion-
free reconstructions [13], leading to inaccurate quantification.
Angelis et al. [17] have proposed to measure the motion
dependent PSF in the image space by attaching a point source
to the subject during the scan and fitting a mixture of Gaussian
functions to the reconstruction of the point source. In this way
the anisotropic nature of the PSF was captured, however it was
assumed that the PSF is spatially invariant. Yao, et al. [18]
proposed to model the spatial resolution for every line of
response (LOR) for the motion compensation reconstruction
algorithm MOLAR [19]. This approach performed similarly
to the use of an isotropic Gaussian model in real data scans.

As pointed out by Chan et al. [20], two different approaches
to perform motion correction in PET reconstruction using
ML-EM can be considered. The first involves transformation
of the reconstruction image from the reference (motion-free)
pose to the original pose of measurement before forward
projection of the image, followed by the inverse image trans-
formation of the correction image. This approach does not
require transformation of the system matrix, but the two image
transformations need to be performed for every pose. The sec-
ond approach instead involves transformation of the system
matrix, and therefore the image is kept at the reference pose,
requiring no image transformation for every pose. The second
approach is particularly advantageous for brain rigid motion
correction, where usually a great amount of object poses are
measured, since only the LORs need to be transformed instead
of the whole image for every pose.

Here we propose to analytically calculate the spatially
variant and motion dependent PSF in the image space for rigid
motion correction PET scans. The method is suited for the sec-
ond motion correction approach mentioned above (system
matrix transformation). We model the motion dependent and
spatially variant PSF for every voxel in the motion corrected
image by calculating the superposition of all the PSF’s that
the voxels traverse due to motion. Using the motion tracking
information, the parametrized scanner PSF is sampled at the
position each object voxel was originally detected at every
time point. We performed phantom scans of two capillaries
undergoing different motion patterns as well as scans of a
moving resolution phantom for validation of the method.
Finally, the method was applied to data from a freely moving
mice experiment.

II. METHODS

A. Scanner

All experiments were performed on a Siemens Inveon
microPET scanner (Siemens Medical Solutions, Inc.,
Knoxville, USA). The scanner has 25600 detector crystals
with a size of 1.5 × 1.5 × 10 mm arranged in 64 blocks
of 20 × 20 elements. The FOV has an axial length of 127 mm
and transaxial diameter of 99 mm. Therefore, the maximum

radial distance from the center of the FOV is 49.5 mm. Images
are reconstructed in a grid of 128 × 128 × 159 voxels with
a size of 0.776 × 0.776 × 0.796 mm along the x , y and
z directions respectively. The z direction coincides with
the scanner axial direction. The spatial resolution is about
1.5 mm at the CFOV (full width at half maximum, FWHM)
and larger than 3 mm at the edge of the FOV [21].

B. Motion Tracking

The motion of all moving phantom experiments and awake
animal experiments, was tracked using the point source track-
ing (PST) method [22]. Briefly, sodium polyacrylate point
sources were soaked in [18F]FDG until they reached an activity
greater than 222 kBq. Four point sources were pasted on
the subject to track its motion. The list-mode PET data was
processed in short time frames of 32 ms (�t = 32 ms) and
the point sources were tracked in those frames in the image
space. The six degrees of freedom pose of the subject Tk

(k = 1 . . . K ), represented as a homogenous rigid transforma-
tion, is determined for every frame. The PST has a tracking
accuracy of 0.24 mm. Details and validation of the tracking
algorithm can be found in [22].

C. Image Reconstruction

Motion-free scans are reconstructed using ordered subsets
list-mode reconstruction (OSEM) without attenuation, scatter
nor randoms correction using a line integral model:
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where λ
q
j is the number of annihilation events in voxel j

( j = 1 . . . J , voxels) at iteration q , gl j is the intersection
path of detected LOR l with voxel j , s j is the sensitivity
correction factor for voxel j , w� is a weight factor for LOR �
(� = 1 . . .L, total number of LORs) to incorporate normaliza-
tion (detector sensitivity) correction, and the detected events
are subdivided in subsets Sm (m = 1, . . . , M , subsets).

For the motion correction reconstruction, once the motion of
the subject has been tracked over the entire scan, the average
pose is calculated and is defined as the reference pose Tre f ,
to which all LORs are transformed to. Motion correction
reconstruction is performed using the list-mode reconstruction
algorithm proposed in [23]:
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where gl′ j is the intersection path of LOR l ′ with voxel j after
transformation of the LOR l to the reference pose and s′

j is the
motion compensated sensitivity correction factor for voxel j ,
calculated by interpolation of the voxel sensitivity factors from
the sensisitivty image in (2) using all measures poses [23].
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Fig. 1. a) In the motion-free case, the scanner, represented as gray
rectangular detectors around the pixelated image, it’s coordinate system
and the image coordinate systems (in red), are aligned. The shape of
the scanner PSF varies across the scanner space, thus it is defined with
respect to the scanner coordinate system. In this example, the pose of
the object in the motion-free case will be defined as the reference pose
Tref. b) In the moving scan case, the object moves anywhere inside the
scanner space. Therefore, the PSF for every point in the object changes
over time depending on its position in the scanner space. c) When motion
compensation is performed, the object is transformed to the reference
pose Tref using Td

0. As a result, the scanner coordinate system (in blue)
is transformed with the same transformation Td

0. In the image coordinate
system (in red), this transformation causes the PSF at every voxel,
determined by the voxel position with respect to the scanner space,
to change. d) The pose of the object is measured for every time point
and e) motion compensation is performed for all time points. The spatially
variant PSF for every voxel in the motion corrected image is therefore the
weighted (by time duration) average of all transformed PSF’s according
to Td

0.

D. Motion Dependent and Spatially Variant PSF

1) Motion Dependent Resolution Model: For a resolution
model implemented in the image space, let us consider the
activity distribution image of an object in 3D space λ(X)
(X = [xyz]T ) and the spatially variant PSF of the PET scanner
F(X). The blurred image λ′(X) is then modelled as the linear
transformation of the image using the matrix of resolution
kernels:

λ′ (X) = F (X) λ (X) (4)

where the image λ(X) is a J × 1 vector and the matrix
F(X) is a J × J matrix containing in every column the
resolution kernel for each voxel, which can be different for
every voxel, i.e. spatially variant. In the motion-free case the
activity distribution λ(X) is considered to be constant over
time (Fig. 1a), i.e. no tracer kinetics are considered. On the
other hand, in scans where the object moves during the scan,
the object activity in 3D space is time dependent (Fig. 1b, d).
The activity at every point in space is proportional to the object
activity and the time the object remains in that point. The time
dependent rigid motion of the object can be represented with
a homogenous transformation T (t) = Tt . This transformation
defines the pose of the object at every time point. Therefore,
the image of the moving object is obtained by integrating the

activity of the moving object over time:

λ′ (X) = 1

D

∫
F (X) λ (Tt X)dt = F (X)

1

D

∫
λ (Tt X) dt (5)

where D is the total duration of the scan, and the matrix of
resolution kernels is taken out of the integral since it does not
depend on time. In PET rigid motion correction reconstruction,
the object is tracked over time and the object poses Tt are
measured. These poses are used to compensate the motion of
the object (Fig. 1c, e), moving back the object to a reference
pose Tre f at all time points. For this purpose, the differential
transformation Td

t that moves the object from its pose Tt to a
reference pose Tre f is calculated:

Td
t = Tre f (Tt )

−1 (6)

The moving object is then compensated for motion using
this transformation:

λMC (X) = λ
(

Td
t Tt X

)
= λ

(
Tre f X

)
(7)

where λMC (X) is the motion compensated object, stationary
at Tre f . After motion compensation, the activity of the object
λMC (X) is no longer time dependent, i.e. the activity distribu-
tion is constant at every point in space. However, after motion
compensation, the object PSF becomes time dependent since
the relative pose of the scanner with respect to the image
coordinate system changes over time (Fig. 1c, e) according
to the same transformation Td

t . The measured blurred image
of the object λ̄MC (X) can be modelled by integrating over
time the blurring of the moving object by the PSF, after both
the object and the PSF have been transformed using Td

t :
λ̄MC (X) = 1
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∫
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)
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Therefore, the motion dependent and spatially variant PSF
(MD-SVPSF) is calculated by integrating the moving PSF over
time:

QM D (X) = 1

D

∫
F

(
Td

t X
)

dt (9)

Finally, the motion compensated image λ̄MC (X) is mod-
elled as the product of the unblurred motion compensated
object λMC (X) with the MD-SVPSF kernel matrix:

λ̄MC (X) = QM D (X) λMC (X) (10)

2) Model of the Spatially Variant PSF: In this work we used
the model proposed in [7] to represent the spatially variant PSF
of the PET scanner. This model considers a radial internal,
radial external, tangential and axial PSF width as a function
of the radial distance. However, as the PSF width along the
tangential and axial directions does not change much for the
Inveon scanner [21], a fixed parameter was used for the PSF
tangential and axial width. The model considers an asymmetric
Gaussian with parameters:[

σiρ (ρ) σeρ (ρ) σα στ μρ μα μτ

]
(11)
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Fig. 2. Diagram of the coordinate system definition. Radial, axial and
tangential coordinates are calculated along directions defined by the PSF
center.

where ρ, α and τ are the radial, axial and tangential directions
respectively, σiρ(ρ) and σeρ(ρ) are the internal and external
radial width parameters, σα and στ are the axial and tangential
width parameters and μρ , μα and μτ are the mean radial, axial
and tangential coordinates, respectively. These parameters
define the shape and position of the scanner PSF:
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where H (•) is the Heaviside function and with the normalizing
factor:

A = 2

(2π)
3
2 στσα

(
σiρ (ρ) + σeρ (ρ)

) (13)

Radial, axial and tangential coordinates in (12) are defined
with respect to the radial, axial and tangential directions,
which in turn are calculated from the Cartesian coordi-
nates (xc, yc, zc) of the PSF center. The radial direction has
unit vector

[
cos(θc) sin(θc) 0

]
, and the tangential direction[ −sin(θc) cos(θc) 0

]
, where θc = atan(yc/xc). The axial

direction is aligned with the z axis. Fig. 2 shows the definition
of the coordinate system and the relation between the Cartesian
coordinates and the radial, axial and tangential coordinates.

The parameters in (11) where calculated from a non-linear
least-square fit to 20 point sources distributed along the radial
direction. The fit was performed in Matlab (The MathWorks,
Inc., Massachusetts, USA) using the Levenberg-Marquardt
algorithm. Parameters σiρ and σeρ where calculated as function
of ρ by fitting a second order polynomial to the discrete
values calculated on the 20 point sources, and σα and στ were
calculated as the average of all fitted values.

3) Calculation of the Motion Dependent and Spatially Variant
PSF: In the discrete case, calculation of (9) is performed by
sampling the PSF for every pose k using (12), and summing
all PSF’s calculated at every pose. The PSF has to be sampled
using the reconstructed image voxel size. To do so, instead of
transforming the PSF using (6), as suggested in the derivation
of the resolution model in (9), it is more convenient to trans-
form the image space to the scanner space using the inverse
transformation of (6). Then, the PSF can be sampled according
to the image space sampling size at the corresponding scanner
position. The calculation procedure is detailed below.

The MD-SVPSF is calculated for every voxel in the motion
corrected image as follows. Initially, the voxels X j n in the
neighborhood N j (n ∈ N j ) of every voxel j are considered
to sample the PSF (Fig. 3a). For every pose k, the voxels
in N j are transformed to their corresponding pose Tk in the
scanner FOV before motion compensation (Fig. 3b, d). Thus,
the inverse of (6) is calculated:

Tdi
k = Tk

(
Tre f

)−1
(14)

The voxel coordinates are then transformed as (Fig. 3b, d):

Xk
jn = Tdi

k X j n (15)

where the central voxel has coordinates:

Xk
j =

[
xk

j yk
j zk

j

]T
(16)

and the central radial coordinate is:

rk
j =

√(
xk

j

)2 +
(

yk
j

)2
(17)

The coordinates of the central voxel, i.e. the center of the PSF,
are used to calculate the radial and tangential coordinates of
the voxels Xk

jn. Therefore, the radial and tangential directions
are aligned with the x and y axes respectively, according to
the angle θ k

j with the x axis (Fig. 3b, d):

θ k
j = atan

(
yk

j

xk
j

)
(18)

and then calculating the inverse rotation matrix about the z
axis as (Fig. 3c, e):

Rz
(
θ k

j

)
=

⎡
⎢⎢⎣

cos
(
θ k

j

)
sin

(
θ k

j

)
0

− sin
(
θ k

j

)
cos

(
θ k

j

)
0

0 0 1

⎤
⎥⎥⎦ (19)

Rz(θ k
j ) is used to rotate all voxels in N j :

Xkr
jn = Rz

(
θ k

j

)
Xk

jn (20)

After performing this rotation, the x , y and z coordinates in
Xkr

jn correspond to ρ, τ and α respectively. Finally, the PSF can
be sampled at Xkr

jn using (12) with μr = rk
j , μa = zk

j , μt = 0,
and σi (rk

j ), σe(rk
j ), σa and σt defined by the fitted parameters,

to obtain the kernel for voxel j at pose k, Qk
j = f (ρ, τ, α).

This procedure is performed for every pose and the average
of all kernels at every pose is calculated, applying a weight
factor to every kernel proportional to the time duration of the
pose, i.e. �tk :

Q′M D
j =

K∑
k=1

Qk
j�tk (21)

This kernel is normalized such that
∑

n∈Nj

q M D
jn = 1

QM D
j = Q′M D

j∑
n∈Nj

q ′M D
jn

(22)
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Fig. 3. a) The MD-SVPSF is calculated for every voxel j in the motion compensated image. The voxels in Nj are considered to sample the PSF.
b) For every pose k, the voxels in Nj are transformed to their original pose before motion compensation using Tdi

k . c) Afterwards, voxels are rotated
using Rz(θkj ). After rotation, voxels x, y and z coordinates correspond to radial, tangential and axial coordinates respectively. The PSF is sampled
using these coordinates. d) Transformation to the original pose before motion compensation is performed for all poses, e) followed by rotation to
sample the PSF. f) Finally, the sampled PSF’s at every pose k are summed to calculate the MD-SVPSF.

where QM D
j is the motion dependent blurring kernel for voxel

j in the motion corrected image. The algorithm to calculate
the MD-SVPSF is summarized in algorithm 1.

Equation (10) can be written as:

λ̄MC
j =

∑
n∈Nj

q M D
jn λMC

n (23)

Therefore, the MD-SVPSF can be used in the motion
correction reconstruction in the resolution modeling step as:

λ̄
q+1
j ′ =

λ̄
q
j ′

s̄ j ′

∑
j∈Nj

q M D
j j ′

∑
l∈Sn

gl′ j
1∑J

j=1 gl′ j
∑

n∈Nj

q M D
jn λ̄

q
n

(24)

s̄ j ′ =
∑
j∈Nj

q M D
j j ′ s′

j (25)

where the product with the transpose of the blurring kernel
matrix is calculated in the correction image as well as in the
motion compensated sensitivity image.

To reduce calculation time, MD-SVPSF kernels were cal-
culated only for voxels in a predefined volume containing the
object interest (phantom or mouse brain). Calculation of the
MD-SVPSF kernels was performed on a NVIDIA GTX 1080
(NVIDIA Corporation) graphical processor unit (GPU) using
CUDA [24]. The calculation was parallelized over the poses
k which produced shorter calculation time than parallelizing
over the voxels j .

The kernel size was set to 7×7×7 voxels as a compromise
between calculation time and minimal truncation of the PSF
in all directions. With this kernel size more than 4 ×σ (95%
of the PSF) along the external radial, axial and tangential
directions is considered in the entire FOV (see table 1). Only
for the internal radial direction, at a radial distance > 40 mm,

the kernel size is smaller than 4 × σiρ . A kernel size of
9×9×9 voxels would consider more than 4 × σiρ over the
entire FOV, but the calculation time would increase about two
times.

E. Validation Experiments

1) Moving Capillaries Phantom: To assess the performance
of the MD-SVPSF, a phantom with 2 capillaries was scanned
while applying motion manually. Three different motion pat-
terns were considered. Two thin glass wall capillaries (internal
diameter 1.5 mm) were placed parallel to each other on
a 2×10 cm foam platform with a spacing of 1 cm. The
capillaries were filled with [18F]FDG and scanned for 10 min
for each of the three scans. Four point sources were fixed on
the platform to track the phantom rigid motion.

Initially, the long axis of the capillaries was aligned with
the scanner axial axis and the phantom was manually moved
during the entire scan. For all motion patterns, motion con-
sisted mainly of translation in the transaxial plane (different
radial positions) and rotations around the axial axis. The first
motion pattern considered translation and rotation confined
to a small region midway between the CFOV and the edge
of the transaxial FOV. The second motion pattern considered
translation motion along the x axis over the full length. Finally,
the third motion pattern consisted of translations along a
circular trajectory at a radial distance close to the edge of
the transaxial FOV. Heat maps showing the motion pattern for
each scan are presented in Fig. 4 (a-c).

Motion corrected reconstructions were performed using (24)
with 6 different resolution models. Three spatially invariant
isotropic Gaussian kernels were used. The Gaussian kernels
width were calculated from a Gaussian fit performed on
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Algorithm 1 Algorithm to Calculate the MD-SVPSF Kernels
for Every Voxel in the Motion Corrected Imagee

For every voxel j = 1 . . . J
X j = [

x j y j z j
]T

Initialize Q′M D
j = 0

For every pose k = 1 . . . K
Tdi

k = Tk(Tre f )
−1

Xk
j = Tdi

k X j

r k
j =

√(
xk

j

)2 +
(

yk
j

)2

θ k
j = atan

(
yk

j /xk
j

)

Rz(θ k
j ) =

⎡
⎣ cos(θ k

j ) sin(θ k
j ) 0

−sin(θ k
j ) cos(θ k

j ) 0
0 0 1

⎤
⎦

For every voxel n ∈ N j

Xk
jn = Tdi

k X j n

Xkr
jn = Rz(θ k

j )X
k
jn

Evaluate (12) at Xkr
jn with μρ = rk

j , μα = zk
j ,

μτ = 0, and σiρ(rk
j ), σeρ(rk

j ), σα and στ from the
fitted parameters, to obtain qk

jn
q ′M D

jn = q ′M D
jn + qk

jn�tk
End

End
For every voxel n ∈ N j

q M D
jn = q ′M D

jn /
∑

n∈Nj

q ′M D
jn

End
End

TABLE I
VALUES OF σiρ AND σeρ IN MM AT DIFFERENT RADIAL DISTANCES

CALCULATED FROM THE QUADRATIC FIT TO THE

EXPERIMENTAL DATA

Fig. 4. (a, b, c) Heat maps of the motion patterns in the transaxial plane
(x − y plane) during the phantom scans for the capillaries phantom and
(d, e) the resolution phantom.

point sources located at a radial distance of 0 mm (CFOV),
24.5 mm (midway along the radial direction) and 49 mm (edge
of the FOV). They had a FWHM equal to 1.60, 1.90 and
2.21 mm respectively. These kernels are referred to as Gs16,
Gs19 and Gs22 respectively. In addition to spatially invariant
kernels, the scanner’s SVPSF calculated with (12), i.e. not

motion dependent (motion independent, MI-SVPSF), and the
MD-SVPSF were used. Finally, the reconstruction without
resolution modeling (noRM) was performed. Reconstructions
were performed with 16 subsets and 16 iterations.

The motion corrected reconstructions were analyzed by
first aligning the reconstructed capillaries with the axial axis.
The average of 45 transaxial planes was calculated and the
image was upsampled to a pixel size of 0.194 mm. The
FWHM of the 2 capillaries was calculated in these images
as follows. For each capillary the contour at 50% of the
maximum intensity was calculated and the eigenvectors of
the contour were determined. Then, the chords of the contour
along the 2 eigenvectors were determined and the average of
the 2 chords length was calculated as the capillary FWHM.
In addition, we quantified the deformation caused by the
parallax effect, as the deviation from the, ideally, circular shape
of the capillaries in the transaxial plane. To do this, the ratio of
the magnitude of the largest and smallest contour eigenvalues
was calculated. This ratio is referred to as the eigenvalues ratio.
A larger eigenvalues ratio reflects a more prominent deforma-
tion of the shape for round objects (eigenvalues ratio = 1).
The analysis was performed individually for both capillaries,
referred as “left” and “right” for the capillary placed towards
the positive x axis and negative x axis, respectively. For
all motion patterns, the left and right capillaries remained
most of the time towards the positive and negative x axis
respectively. The FWHM of both capillaries is reported as a
function of the iteration number for every resolution model.
The FWHM difference between both capillaries for each
motion scan, as well as the eigenvalues ratio (average of both
capillaries) are reported at iteration 16.

2) Comparison With a Pose-by-Pose SVPSF Reconstruction:
In order to compare the use of the MD-SVPSF resolution
kernels with motion corrected reconstructions in which the
SVPSF is performed for every motion pose, i.e. the SVPSF
kernels are not averaged, the motion correction method pro-
posed in [25] was implemented. For this approach, instead of
transforming every LOR according to the subject motion (our
approach), the image in the reference pose is transformed to
the original pose in which the PET data was measured, and
the LOR’s are maintained in their original pose. The forward
projection model for every LOR Fl is then:

Fl =
J∑

j=1

gl j

∑
n∈Nj

q jn Mt (λ̄n) (26)

where q jn is the SVPSF (motion independent) kernel, and
Mt (•) is a time dependent image transformation operator
which transforms the image from the reference pose to the
original pose of measurement at time t . Therefore, this trans-
formation is performed for every pose k according to the time
of measurement of LOR l. Moreover, the blurring operation
using q jn has to be performed for every transformed image at
every pose k. When the transposed operation is performed to
calculate the correction image, the inverse of Mt as well as
the transpose blurring operation is performed for every pose
k as well. In our implementation Mt (•) consisted on a rigid
transformation calculated with trilinear interpolation. We refer
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to the reconstructions using the forward model in (26) as PP-
SVPSF (pose-by-pose SVPSF).

The 3 moving capillaries phantom scans (detailed in the
previous section) were reconstructed using PP-SVPSF, and
were compared with reconstructions using the MD-SVPSF.
Due to the long computation time using (26) only one minute
of continuous motion data, corresponding to 1875 poses,
was selected for each of the 3 moving capillaries phantom
scans. The capillaries were analyzed in both reconstructions
as described in the previous section.

3) Moving Resolution Phantom: A resolution phantom was
scanned undergoing manual motion at two different positions;
close to the CFOV and at an off-center position. The phantom
was filled with [18F]FDG and was scanned during 10 min at
each position. The heat maps of the motion patterns are shown
in Fig. 4 (d-e). The resolution phantom has six groups of rods,
with diameters of 1.2, 1.6, 2.4, 3.2, 4 and 4.8 mm and spacing
between rods is twice the diameter size. The two motion scans
were corrected for motion and reconstructed using (24) with
the same 6 resolution models detailed in the previous section.
The number of iterations was increased to 40 (16 subsets) to
allow convergence in the more complex phantom structures.

In addition to the qualitative assessment of the reconstruc-
tions, the deformation of the phantom rods was quantified
using the eigenvalues ratio. After alignment of the rods long
axis with the axial axis, the average of 20 transaxial slices
was calculated and the image was upsampled to a pixel size
of 0.194 mm. Then for every rod, in the groups of 2.4, 3.2,
4 and 4.8 mm, the eigenvalues ratio was calculated from the
contour at 50% of the maximum rod intensity. The average
eigenvalues ratio for every group of rods is reported for the
centered and off-center motion corrected phantom using the
6 resolution models.

4) Freely Moving Mice Brain Scans: For this experiment data
from a previous [18F]FDG brain PET study in freely moving
mice by our group [11] was used. The experiments followed
the European Ethics Committee recommendations (Decree
86/609/CEE) and were approved by the Animal Experimental
Ethical Committee of the University of Antwerp, Antwerp,
Belgium (ECD 2016-89). Eight mice were scanned in awake
state using the point source tracking in test-retest scans as
well as in a challenge condition using the NMDA antagonist
stimulant drug memantine. Awake animals were scanned for
20 minutes after an [18F]FDG uptake period of 30 min. The
animals were scanned in a cylindrical cage with a platform
of 10×9 cm where they could move freely. For the memantine
scans, the animals were injected with a memantine doses
of 30 mg/kg (intraperitoneal) before [18F]FDG injection. The
dataset consisted of 24 scans (8 test, 8 retest and 8 meman-
tine scans). In addition, the same protocol (test-retest and
memantine) was performed in another 8 mice but using
anesthesia during the PET scan to obtain motion-free reference
images. The average injected activity was 19.0±0.44 and
17.7±1.99 MBq for the test-retest and memantine scans
in awake animals, and 18.5±0.66 and 18.6±0.50 MBq for
anesthetized animals respectively. Since in both awake and
anesthesia scans, an awake [18F]FDG uptake period was

Fig. 5. (a, b) Contours of the point sources experimental measurement
and (c, d) evaluation of the model in (12) at the radial distances
of 20.5 and 45.7 mm.

considered, brain uptake in both conditions should be similar.
A detailed description of the study can be found in [11].

Awake animal scans were reconstructed with (24) using the
motion dependent method (MD-SVPSF) and compared with
motion corrected reconstructions using the motion independent
method (MI-SVPSF) and considering resolution modeling
using a spatially invariant Gaussian kernel with FWHM of
1.6 mm (Gs16). Anesthesia (motion-free) scans were recon-
structed considering the same 1.6 mm FWHM Gaussian
kernel. Reconstructions were calculated with 40 iterations.

Image processing was performed in PMOD 3.6 (PMOD
Technologies Ltd.). The reconstructed images were upsampled
to a pixel size of 0.2 mm and the brain was manually
aligned with an [18F]FDG mouse brain template. After man-
ual alignment, a non-rigid registration (brain normalization)
to the template was performed. The average of all brain
reconstructions for each of the 2 conditions (test-retest and
memantine) was calculated. Regional brain standard uptake
value (SUV) quantification was performed in all brain regions,
including hippocampus, thalamus and cortex, and the correla-
tion between awake motion corrected (using Gs16, MI-SVPSF
and MD-SVPSF) and anesthesia motion-free reconstructions
quantification was calculated.

III. RESULTS

A. Parametrization of the Spatially Variant PSF

The contour of the point source image (experimental mea-
surement) in the transaxial plane, as well as the model fit (12),
are shown for the radial distances of 20.5 and 45.7 mm in
Fig. 5. Values of σiρ and σeρ at the CFOV, midway between
the CFOV and the edge of the FOV, and at the edge of
the FOV are presented in table 1. The model replicates the
shape of the point sources at both radial distances, specially
the asymmetric elongation along the radial distance. However,
at r = 45.7 mm, the shape of the point source slightly
differs from a Gaussian shape, with a wider profile along the
tangential direction (y axis in Fig. 5) at the radial external
direction (positive x axis in Fig. 5).

B. Calculation of the MD-SVPSF Kernels

Calculation time of the MD-SVPSF on the GPU was on
average 508 kernels (7×7×7) per second using 5500 poses.
As an example, Fig. 6 shows the contour of the MI-SVPSF
and MD-SVPSF kernel for the same voxel, in the 3 orthogonal
planes. The MD-SVPSF was calculated for the motion cor-
rected image of one of the awake mouse memantine challenge
scans. The MD-SVPSF kernel is wider in the x − y and
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Fig. 6. Contours of the scanner’s MI-SVPSF (top row) and the proposed
MD-SVPSF (bottom row) kernel for the voxel at (11.6, −19.4, −23.9)
(x, y, z), for one of the memantine awake mouse motion corrected images,
in the x−y, z−y and x−z planes. The contours principal axes are plotted
in red.

Fig. 7. FWHM of both the left and right capillaries (circles versus asterix)
for the 3 motion scans using the 6 different resolution models. The dashed
blue line indicates FWHM = 1.5 mm (capillary diameter). Color and
marker code is the same for all panels.

x − z planes compared to the MI-SVPSF and becomes more
elongated in the z − y plane. In all 3 planes the direction
of the kernel’s principal axes changes for the MD-SVPSF in
comparison with the MI-SVPSF.

C. Moving Capillaries Phantom

The average speed of the phantom was 3.20, 3.12 and
3.33 cm/s for motion scans 1,2 and 3 respectively. Fig. 7 shows
the FWHM as a function of the iteration number for both left
and right capillaries in the 3 motion scans using the 6 different
resolution models.

In all motion scans, the use of resolution modeling greatly
improves the FWHM of the capillaries compared to the motion

Fig. 8. a) Difference between the left and right capillaries FWHM and
b) average (for left and right capillaries) eigenvalues ratio in the motion
corrected reconstructions of the 3 motion scans using the 6 different
resolution models. Results are shown for 16 iterations.

corrected reconstruction without resolution modeling (noRM).
For motion scan 1, 2 and 3 the reconstructed FWHM is
decreased when considering wider Gaussian kernels. However,
there is some overcompensation for the 2 widest kernels
(Gs19, Gs22), e.g. for Gs22 at 16 iterations there are 5 out
of 6 FWHM values smaller than the capillary inner diameter
(1.5 mm). For motion scan 1 using the MI-SVPSF and
MD-SVPSF, the FWHM of both capillaries converges towards
1.5 mm. However, for motion scans 2 and 3 the FWHM
using the MI-SVPSF does not converge to 1.5 mm, while
for MD-SVPSF the FWHM converges to a value close to
1.5 mm. The reconstructed resolution is motion dependent as
can be seen from the different reconstructed FWHM of the
capillaries at iteration 16 for the different motion patterns for
all resolution models. The smallest variation is found when
using the MD-SVPSF where the maximal FWHM difference
between the different motion patterns is 0.192 mm. In con-
trast, using MI-SVPSF the range is 0.363 mm. Among the
Gaussian resolution models, Gs22 has the smallest variation
at iteration 16, where the FWHM range is 0.239 mm.

The reconstructed resolution is also spatially variant as can
be seen from the difference between the FWHM of the left and
right capillaries for the same motion pattern. The difference
between the left and right capillaries FWHM at the final
iteration is shown in Fig. 8a. For all reconstructions using
resolution modeling, difference is greater than noRM for all
motion scans. However, as can be seen in Fig. 7, FWHM is
much larger for noRM compared to the resolution models.
When considering only the resolution models, it can be seen
that for motion pattern 1 (red in Fig. 8) the differences between
left and right FWHM is smallest for the MI-SVPSF and
MD-SVPSF (<9%) and much larger when using the Gaussian
kernels, (left-right differences ranging from 13% to 19%). For
the other motion patterns all differences are similar among the
different reconstructions and below 8% and 3% for motion
patterns 2 and 3 respectively.

Fig. 8b shows the results for the deformation quantification.
Overall, the deformation of the transaxial circular shape of the
capillaries is smallest when using the MD-SVPSF as seen in
Fig. 8b. For motion scan 1 both MI-SVPSF and MD-SVPSF
perform better than the other resolution models in terms of the
eigenvalues ratio. However, for motion pattern 2 MI-SVPSF
performs poorly, while MD-SVPSF still gives the smallest
deformation. For motion scan 3 deformation is minimal for
all resolution models with MD-SVPSF having the lowest
eigenvalues ratio.
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Fig. 9. FWHM of both the left and right capillaries (circles versus asterix)
for the 3 motion scans using PP-SVPSF and MD-SVPSF. The dashed
blue line indicates FWHM = 1.5 mm (capillary diameter).

TABLE II
DIFFERENCE (%) IN LEFT AND RIGHT CAPILLARIES FWHM AT

16 ITERATIONS BETWEEN PP-SVPSF AND MD-SVPSF

Fig. 10. a) Difference between the left and right capillaries FWHM and
b) average (for left and right capillaries) eigenvalues ratio in the motion
corrected reconstructions of the 3 motion scans using PP-SVPSF and
MD-SVPSF. Results are shown for 16 iterations.

TABLE III
DIFFERENCE (%) IN LEFT AND RIGHT CAPILLARIES EIGENVALUES

RATIO AT 16 ITERATIONS BETWEEN PP-SVPSF AND MD-SVPSF

D. Comparison With a Pose-by-Pose
SVPSF Reconstruction

Fig. 9 shows the capillaries FWHM as a function of the
iteration number for PP-SVPSF and MD-SVPSF. For the
3 motion patterns and for both capillaries, the FWHM using
PP-SVPSF is smaller compared to MD-SVPSF. Table 2 shows
the difference in capillaries FWHM between PP-SVPSF and
MD-SVPSF at iteration 16. The minimum and maximum
difference is 2.7 % and 7.1% respectively.

Fig. 10a shows the FWHM difference between left and
right capillaries using PP-SVPSF and MD-SVPSF for the
3 motion patterns. The minimum-maximum FWHM difference
is 1.7-6.2% and 0.02-4.4% for PP-SVPSF and MD-SVPSF
respectively. The capillaries eigenvalues ratio is similar
between PP-SVPSF and MD-SVPSF as shown in Fig. 10b
and table 3. For the 3 motion patterns and for both capillaries
the difference in eigenvalues ratio between PP-SVPSF and

TABLE IV
TOTAL COMPUTATION TIME (SECONDS) FOR A MOTION CORRECTION

RECONSTRUCTION, CONSIDERING 16 SUBSETS, 16 ITERATIONS

AND 1875 POSES, FOR THE DIFFERENT RECONSTRUCTION

STEPS IN THE MD-SVPF AND PP-SVPSF METHODS

MD-SVPSG is smaller than 1%, expect for the left capillary
in motion pattern 1 (4.6 %).

The total computation time for the steps involved in the
resolution modeling, for MD-SVPSF and PP-SVPSF, is sum-
marized in table 4, considering 16 subsets, 16 iterations
and 1875 poses. Calculation time of the forward and back
projection of the LORs, as well as for the sensitivity image,
is the same for MD-SVPSF and PP-SVPSF. For MD-SVPSF,
calculations are performed either once per reconstruction
(resolution kernels), once per subset (image space blurring
and transpose blurring operations) or once per pose for every
subset (LORs transformation). For PP-SVPSF, all calculations
are performed once per pose for every subset (image space
blurring, transpose blurring, image interpolation and inverse
image interpolation). Although with MD-SVPF transformation
of the LOR’s is performed once per pose for every subset, this
operation is relatively inexpensive and is performed only for
the LOR’s within the pose. On the other hand, for PP-SVPSF,
calculations done per pose for every subset are performed on
the entire image. This is reflected in the total calculation times
for MD-SVPSF (374.3 s) and for PP-SVPSF (60.8 hours).

E. Moving Resolution Phantom

Fig. 11 shows the motion corrected reconstructions of the
resolution phantom using the different resolution models,
at the center and off-center position. The average speed of
the phantom was 1.85 and 1.23 cm/s for the centered and
off-center phantom respectively. For all reconstructions, rods
with a size of 1.6 mm and larger are recovered. For the 1.6 mm
rods, Gs22 shows the most blurred image. In addition, edge
overshoot artifacts are visible in the cluster of 1.2 mm rods
using Gs22.

For rods with a size above 2.4 mm, performance is similar
among all resolution models. For the off-center position,
the 1.2 mm rods are slightly recovered using MI-SVPSF,
MD-SVPSF, Gs16 and noRM, but not with Gs19 and Gs22.
Deformation of the rods shape is visible in the off-center
position, in the 2.4, 3.2 and 4 mm rods (visible as elongation)
using the Gaussian kernels but not in reconstructions using the
MI-SVPSF and MD-SVPSF.

The average eigenvalues ratio of the 2.4, 3.2, 4 and 4.8 mm
rods is shown in Fig. 12 using the different resolution models,
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Fig. 11. Motion corrected reconstructions of the moving resolution phantom considering the average of 20 transaxial planes, using the different
resolution models, for the center position (top row) and off-center position (bottom row). Part of the phantom went out of the FOV in the off-center
motion scan due to the motion.

Fig. 12. Resolution phantom rods average eigenvalue ratio using the
different resolution models in the center and off-center motion scans.

for the center and off-center motion scans. For the centered
phantom, rods eigenvalues ratios are lower than 1.12 in all
cases, and the smallest and largest ranges are found using
Gs19 (1.02-1.06) and MD-SVPSF (1.03-1.12) respectively. For
the off-center phantom, the rod eigenvalues ratios substantially
increase for all resolution models, except for MI-SVPSF and
MD-SVPSF, for which only a modest increase or even a
reduction in the 2.4 and 4.8 mm rods is observed. The
smallest and largest difference in eigenvalues ratio between
the centered and off-centered phantom rods is found using
MD-SVPSF and Gs19 respectively, where the average eigen-
values ratio difference (considering all rods sizes) is 0.028 and
0.11.

F. Freely Moving Mice Brain Scans

The average mouse head speed during the test-retest and
memantine challenge scans was 2.09 and 4.25 cm/s respec-
tively. In test-retest scans animals moved sporadically, remain-
ing for long time periods in a single position. In memantine
challenge scans, due to the administration of the stimulant drug
memantine, mice moved constantly during the entire scan,
moving to regions close to the edge of the FOV. Fig. 13
shows the average motion corrected reconstructions of the
mouse brain using the spatially invariant 1.6 mm Gaussian
kernel (Gs16), the MI-SVPSF, and the MD-SVPSF, as well as
the anesthesia motion-free reconstructions. Compared to the
reconstructions using Gs16, reconstructions with MI-SVPSF
and MD-SVPSF produce images with less spillover from hot
regions of the brain to cold regions. Additionally, structures

that were blurred in the motion corrected reconstructions using
Gs16, such as the cortex in the test-retest scans and the
hippocampus in the memantine scans (indicated with white
arrows), were better recovered with the MD-SVPSF.

In both test-retest and memantine conditions, the Person’s
r correlation in regional brain quantification between awake
motion corrected and anesthesia motion-free reconstructions
increases when MI-SVPSF and MD-SVPSF is used com-
pared to the use of Gs16. Diference between MI-DVPSF and
MD-SVPSF is larger in memantine reconstructions compared
to test-retest reconstructions. In the test-retest condition, r is
0.805, 0.830 and 0.836 (Fig. 14a, b, c), using Gs16, MI-SVPSF
and MD-SVPSF respectively, while in the memantine condi-
tion r is 0.897, 0.938 and 0.964 (Fig. 14d, e, f).

IV. DISCUSSION

A method to calculate the spatially variant and motion
dependent PSF in motion corrected reconstructions has been
developed. The resolution kernels of the MD-SVPSF were
calculated by transforming the scanner PSF according to
the same transformation used in the rigid motion correction
procedure to compensate the object motion. In this work we
used the model proposed in [7] to represent the spatially
variant PSF of the PET scanner. This model assumes an
asymmetric and anisotropic Gaussian PSF. For the Inveon
scanner this parameterization was a good approximation as
shown in the comparison of the experimental measurement of a
point source and the evaluation of the model at different radial
distances. However, the developed method does not depend on
the Gaussian model and it can be used in conjunction with
other PSF models.

The robustness of the method in the presence of different
motion patterns was evaluated using a moving phantom with
2 capillaries. The importance of the spatially variant correction
was also tested by placing the 2 capillaries at a distance
of 1 cm from each other. The method was compared with
3 spatially invariant Gaussian kernels with different widths,
the spatially variant but motion independent kernel, and with
the motion corrected reconstruction without resolution mod-
eling. The first motion pattern confined the phantom to a
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Fig. 13. Average images of the awake mouse brain motion corrected (MC) reconstructions for the test-retest (top row) and memantine (bottom row)
conditions, using a spatially invariant 1.6 mm (FWHM) Gaussian kernel, MI-SVPSF and MD-SVPSF. In addition, the anesthesia motion-free brain
reconstructions using the 1.6 mm Gaussian kernel are shown for reference. All reconstructions are performed with 40 iterations. Image units are
relative standard uptake value (SUVr), normalized to the whole brain activity for visualization purposes.

small region in the FOV, similar to a motion-free case. In this
case, the MI-SVPSF and MD-SVPSF gave similar image
spatial resolution due to the small change of the PSF due to
motion. For both cases the FWHM of the capillaries (1.53,
1.54 mm FWHM for MI and MD respectively) was close
the capillaries diameter (1.5 mm) at 16 iterations. Using the
Gaussian kernels, spatial resolution was improved proportional
to the Gaussian width, showing undercompensation (1.74 mm)
and overcompensation (1.42 mm) using the narrower and
wider kernels respectively. In addition, the difference between
left and right capillaries FWHM was the smallest using the
MI-SVPSF and MD-SVPSF (lower than 9%), compared to
the Gaussian kernels (between 13%-19%). The deformation
of the capillaries circular shape, quantified with the eigen-
values ratio, was also the lowest using the spatially variant
kernels.

The second motion pattern considered more extensive
motion than pattern 1, spanning several radial positions,
similar to the motion of an animal that moves on a hor-
izontal platform. Contrary to motion pattern 1, MI-SVPF
performed poorly in pattern 2 (1.69 mm FWHM) since,
although the spatially variant nature of the PSF is considered,
the motion dependence is not taken in consideration. Using the
MD-SVPSF the motion dependence of the PSF is considered,
resulting in an image spatial resolution similar to that of the
motion pattern 1 (1.47 mm). Using the Gaussian kernels, again
there is improvement of the spatial resolution in proportion to
the kernel width (1.58, 1.42 and 1.32 mm FWHM from nar-
rowest to widest Gaussian width) but with more severe over-
compensation. For motion pattern 2 the difference between
both capillaries FWHM is less prominent than in pattern 1.
This can be explained by the fact that in motion pattern 2 both
capillaries span approximately the same radial positions in the
FOV, therefore undergoing similar loss of spatial resolution.
The correction for shape deformation observed in motion
pattern 1 (low eigenvalues ratio) using MI-SVPSF was not
observed in pattern 2, in which even MI-SVPF produces
the highest deformation among all resolution kernels. On the
other hand, considering the motion dependence of the PSF,

Fig. 14. Correlation between awake MC and motion-free reconstructions
SUV in the (a, b, c) test-retest and (d, e, f) memantine condition, using
the (a, d) 1.6 mm Gaussian kernel, (b, e) the MI-SVPSF and the (c, f)
MD-SVPSF.

using MD-SVPSF produces the smallest deformation in the
capillaries shape among all resolution models.

In motion pattern 3, the phantom was moved in a circu-
lar pattern in the transaxial plane to allow positioning the
capillaries in similar radial positions, where the PSF width
is also similar, but with different orientation. In this case
MI-SVPSF gave the worst performance among all resolution
models (1.84 mm FWHM). The MD-SVPSF performed better
(1.61 mm FWHM) than the Gaussian kernel with the narrowest
width (1.75 mm FWHM) but not as good as the Gaussian ker-
nel with the widest width (1.48 mm). For this motion pattern
the difference between capillaries FWHM was minimal (lower
than 3%) in all cases, explained by the circular pattern motion
which allows spanning of PSF’s with different orientations
for both capillaries. This effect also causes compensation of
the capillaries shape deformation in all directions, producing
minimal deformation in the capillaries shape (as quantified
with the eigenvalues ratio) using all resolution models.

For all motion patterns, the use of resolution model-
ing greatly improved the spatial resolution of motion cor-
rected images. In reconstructions without resolution modeling,
the capillaries FWHM was larger than 2.3 mm in all cases.
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In addition, deformation of the capillaries observed in recon-
structions without resolution modeling was reduced using the
MD-SVPSF for all motion patterns, but not for all cases using
the Gaussian kernels.

In comparison with a motion correction reconstruction
calculating the SVPSF resolution modeling for every pose
(PP-SVPSF), the MD-SVPSF (motion dependent average
SVPSF) performed similarly. The average difference in the
capillaries FWHM between PP-SVPSF and MD-SVPSF was
4.6 %, while the difference in eigenvalues ratio was minimal
(1.1% on average). However, motion correction reconstruction
using PP-SVPSF is mostly practical to perform when few
motion frames are present, such as in respiratory or cardiac
motion [25]. For scans with non-repetitive motion, as in
our case, the calculation time using PP-SVPSF becomes
prohibitive for practical purposes due to the multiple image
interpolation and blurring operations that need to be performed
for every subject pose. For example, calculation time of the
capillaries phantom scan 1 using PP-SVPSF, with 16 subsets
and 16 iterations considering 1875 poses (1 min data), was
64 hours using parallelized code in a 10 core 3.3 GHz
processor.

These experiments also show that using a spatially variant
resolution model in motion corrected reconstructions is not
recommendable if motion dependence is not considered in the
resolution model. This is due to the fact that the reference pose
in which the motion corrected reconstruction is performed,
i.e. the pose that determines in which area in the image space
the object will be reconstructed, can be chosen arbitrarily.
In the spatially variant case, the area in the image space in
which the motion corrected object is placed, can have a very
different PSF than the area in which the object was actually
measured. In our experiments, even considering the average
pose as the reference pose, which in most cases reflect the
most frequent pose of the object, using the motion independent
PSF did not perform well (e.g. motion pattern 2 and 3) due to
the difference between the average pose and the poses of the
object during the scan.

In the moving resolution phantom experiment, the phantom
was scanned at a center and off-center position to visual-
ize the effects of the spatially variant PSF and to quantify
the deformation of the phantom rods in the motion cor-
rected reconstructions. In both positions, recovery of the rods
of 1.6 mm diameter and larger was possible using all resolution
models. However, using the widest Gaussian kernel, the cluster
of 1.6 mm rods are visually more blurred compared to the
rest of the resolution models. This can be due to slower
convergence of PET reconstruction when applying resolution
modeling [26], although the number of iterations was increased
from 16 (capillaries experiment) to 40. In addition, edge
artifacts are more pronounced using the widest Gaussian
kernel compared to the other resolution models, as can be
seen in the cluster of 1.2 mm rods.

The loss of resolution and deformation of the circular cross
sections of the rods in the off-center position compared to
the center position is visible using all resolution models. The
eigenvalues ratio of the rods was higher (larger deformation)
in the off-centered position compared to the centered position

using all resolution models, except when using the MD-SVPSF
which even produced a lower eigenvalues ratio in some rods
in the off-center position. Moreover, the eigenvalues ratio
difference between off-centered and centered positions is the
smallest using the MD-SVPSF, which translates into more
consistent shape of the object independently of its position
in the FOV.

Finally, the use of the MD-SVPSF was demonstrated
in scans of freely moving mice and were compared to
motion correction using resolution modeling with a 1.6 mm
FWHM Gaussian, and with the MI-SVPSF. The similarity with
motion-free reconstruction using a 1.6 mm FWHM Gaussian
was quantified. Since anesthetized (motion-free) mice were
scanned at a position close to the CFOV, a 1.6 mm Gaussian
kernel represent a good approximation to the PSF at the CFOV.
Images using MD-SVPSF present more well-defined brain
structures and less spill-over activity from hot regions to cold
regions. In the [18F]FDG brain test-retest scans, the cortex
uptake is more uniform using the MI-SVPSF and MD-SVPSF
compared to the use of the Gaussian kernel. In the memantine
challenge scans the brain uptake distribution changed com-
pared to that in the test-retest scans. This can be observed in
the motion-free as well as in the motion corrected reconstruc-
tions. In memantine images, the increase uptake in hippocam-
pus observed in the motion-free images was better recovered
using the MD-SVPSF compared to the use of MI-SVPSF and
the Gaussian kernel. In the memantine condition the difference
between MI-SVPSF and MD-SVPSF was larger than in the
test-retest condition. This can be explained by the higher
motion speed and motion range of the animals in the meman-
tine condition compared to the test-retest condition. When
animals remain for long periods of time in the same position
(test-retest), the MI-SVPSF is a good approximation, but when
they move to different locations of the FOV (memantine), the
MD-SVPSF is needed to model the scanner PSF with more
accuracy. Notably, brain regional quantification was improved
using the MD-SVPSF, in both test-retest and memantine
challenge conditions. Pearson’s r correlation between regional
SUV quantification in motion corrected reconstructions and
motion-free reconstructions increased from 0.805 (Gaussian
kernel) to 0.836 (MD-SVPSF) in the test-retest condition and
from 0.897 to 0.964 in the memantine condition.

In PET motion corrected reconstructions, resolution is not
only determined by the motion dependent loss of resolution
due to the spatially variant PSF. Other factors such as finite
motion tracking sampling as well as tracking errors can
affect the resolution in motion corrected images [13], [27].
After characterization of these effects, the blurring caused by
these errors could additionally be introduced in the resolution
model to further improve spatial resolution in motion corrected
reconstructions.

The method presented here was developed and validated
for brain scans of freely moving animals. However, it can
also be useful for human brain rigid motion correction scans,
especially when the patient motion is severe and accurate
brain quantification in small regions is required. Moreover,
although calculation of the MD-SVPSF was derived for rigid
motion correction, it could also be calculated for non-rigid
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motion correction. Provided that one knows the non-rigid
motion of every voxel in the reference image, e.g. using
displacement fields, one can average the SVPSF over all
motion frames at the original position of measurement to
calculate the MD-SVPSF kernels.

V. CONCLUSIONS

A method to correct the loss of spatial resolution in PET
rigid motion corrected reconstructions due to the spatially
variant PSF was developed. Moving objects in PET scans
can traverse areas in the FOV with different PSF’s width
and shape, thus being affected by a motion dependent PSF.
Compared to the use of a spatially invariant Gaussian, the use
of a motion dependent and spatially variant resolution model
produced images with consistent spatial resolution as well as
reduced deformation due to the parallax effect in phantoms
undergoing different motion patterns. In in vivo experiments,
mouse brain structures are better defined and less spill-over
from hot regions to cold regions is observed using our method.
As a conclusion, spatial resolution and quantification consis-
tency in motion corrected reconstructions, independently of the
subject motion characteristics, is improved using the proposed
motion dependent spatially variant PSF.

REFERENCES

[1] W. W. Moses, “Fundamental limits of spatial resolution in PET,”
Nucl. Instrum. Methods Phys. Res. A, Accel., Spectrometers, Detectors
Associated Equip., vol. 648, pp. S236–S240, Aug. 2011.

[2] A. Rahmim, J. Qi, and V. Sossi, “Resolution modeling in PET imaging:
Theory, practice, benefits, and pitfalls,” Med. Phys., vol. 40, no. 6Part1,
May 2013, Art. no. 064301.

[3] A. J. Reader, P. J. Julyan, H. Williams, D. L. Hastings, and J. Zweit,
“EM algorithm system modeling by image-space techniques for PET
reconstruction,” IEEE Trans. Nucl. Sci., vol. 50, no. 5, pp. 1392–1397,
Oct. 2003.

[4] F. A. Kotasidis et al., “Single scan parameterization of space-variant
point spread functions in image space via a printed array: The impact for
two PET/CT scanners,” Phys. Med. Biol., vol. 56, no. 10, pp. 2917–2942,
May 2011.

[5] A. M. Alessio, P. E. Kinahan, and T. K. Lewellen, “Modeling and
incorporation of system response functions in 3-D whole body PET,”
IEEE Trans. Med. Imag., vol. 25, no. 7, pp. 828–837, Jul. 2006.

[6] A. Rahmim et al., “Analytic system matrix resolution modeling in PET:
An application to Rb-82 cardiac imaging,” Phys. Med. Biol., vol. 53,
no. 21, pp. 5947–5965, Nov. 2008.

[7] E. Rapisarda, V. Bettinardi, K. Thielemans, and M. C. Gilardi, “Image-
based point spread function implementation in a fully 3D OSEM
reconstruction algorithm for PET,” Phys. Med. Biol., vol. 55, no. 14,
pp. 4131–4151, Jul. 2010.

[8] C. Cloquet, F. C. Sureau, M. Defrise, G. Van Simaeys, N. Trotta, and
S. Goldman, “Non-Gaussian space-variant resolution modelling for list-
mode reconstruction,” Phys. Med. Biol., vol. 55, no. 17, pp. 5045–5066,
Sep. 2010.

[9] M. G. Bickell, L. Zhou, and J. Nuyts, “Spatially variant resolution
modelling for iterative list-mode pet reconstruction,” IEEE Trans. Med.
Imag., vol. 35, no. 7, pp. 1707–1718, Jul. 2016.

[10] A. K. O. Alstrup and D. F. Smith, “Anaesthesia for positron emission
tomography scanning of animal brains,” Lab Anim, vol. 47, no. 1,
pp. 12–18, Jan. 2013.

[11] A. Miranda et al., “Awake 18F-FDG PET imaging of memantine-
induced brain activation and test–retest in freely running mice,” J. Nucl.
Med., vol. 60, no. 6, pp. 844–850, Jun. 2019.

[12] A. Z. Kyme et al., “Open-field PET: Simultaneous brain functional
imaging and behavioural response measurements in freely moving small
animals,” NeuroImage, vol. 188, pp. 92–101, Mar. 2019.

[13] M. G. Spangler-Bickell, L. Zhou, A. Z. Kyme, B. De Laat, R. R. Fulton,
and J. Nuyts, “Optimising rigid motion compensation for small animal
brain PET imaging,” Phys. Med. Biol., vol. 61, no. 19, pp. 7074–7091,
Oct. 2016.

[14] A. Miranda et al., “PET imaging of freely moving interacting rats,”
NeuroImage, vol. 191, pp. 560–567, May 2019.

[15] S. H. Keller et al., “Methods for motion correction evaluation using
18F-FDG human brain scans on a high-resolution PET scanner,” J. Nucl.
Med., vol. 53, no. 3, pp. 495–504, Mar. 2012.

[16] S. R. Cherry, “Functional whole-brain imaging in behaving rodents,”
Nature Methods, vol. 8, no. 4, pp. 301–303, Apr. 2011.

[17] G. I. Angelis, J. E. Gillam, A. Z. Kyme, R. R. Fulton, and S. R. Meikle,
“Image-based modelling of residual blurring in motion corrected
small animal PET imaging using motion dependent point spread
functions,” Biomed. Phys. Eng. Express, vol. 4, no. 3, Mar. 2018,
Art. no. 035032.

[18] R. Yao et al., “Assessment of a three-dimensional line-of-response
probability density function system matrix for PET,” Phys. Med. Biol.,
vol. 57, no. 21, pp. 6827–6848, Nov. 2012.

[19] R. E. Carson, W. C. Barker, J.-S. Liow, and C. A. Johnson, “Design
of a motion-compensation OSEM list-mode algorithm for resolution-
recovery reconstruction for the HRRT,” in Proc. IEEE Nucl. Sci. Symp.
Conf. Rec., vols. 1–5, Nov. 2004, pp. 3281–3285.

[20] C. Chan et al., “Non-rigid event-by-event continuous respiratory motion
compensated list-mode reconstruction for PET,” IEEE Trans. Med.
Imag., vol. 37, no. 2, pp. 504–515, Feb. 2018.

[21] Q. Bao, D. Newport, M. Chen, D. B. Stout, and A. F. Chatziioannou,
“Performance evaluation of the inveon dedicated PET preclinical tomo-
graph based on the NEMA NU-4 standards,” J. Nucl. Med., vol. 50,
no. 3, pp. 401–408, Feb. 2009.

[22] A. Miranda, S. Staelens, S. Stroobants, and J. Verhaeghe, “Fast and
accurate rat head motion tracking with point sources for awake brain
PET,” IEEE Trans. Med. Imag., vol. 36, no. 7, pp. 1573–1582,
Jul. 2017.

[23] A. Rahmim et al., “Accurate event-driven motion compensation in high-
resolution PET incorporating scattered and random events,” IEEE Trans.
Med. Imag., vol. 27, no. 8, pp. 1018–1033, Aug. 2008.

[24] J. Nickolls, I. Buck, M. Garland, and K. Skadron, “Scalable par-
allel programming with CUDA,” Queue, vol. 6, no. 2, p. 40,
Mar. 2008.

[25] Y. Petibon et al., “Cardiac motion compensation and resolution modeling
in simultaneous PET-MR: A cardiac lesion detection study,” Phys. Med.
Biol., vol. 58, no. 7, pp. 2085–2102, Apr. 2013.

[26] K. Thielemans et al., “Impact of PSF modelling on the convergence rate
and edge behaviour of EM images in PET,” in Proc. IEEE Nucl. Sci.
Symp. Med. Imag. Conf., Oct. 2010, pp. 3267–3272.

[27] A. Miranda, S. Staelens, S. Stroobants, and J. Verhaeghe, “Estimation
of and correction for finite motion sampling errors in small animal
PET rigid motion correction,” Med Biol Eng Comput, vol. 57, no. 2,
pp. 505–518, Feb. 2019.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


